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ABSTRACT

Although the Standard Model of fundamental particles and their interactions has

enjoyed much success over the past quarter-century, a portion of the theory has

eluded experimental veri�cation. Mass is a manifest quality of the constituents of

our universe; it remains to be understood however in the context of the Standard

Model why the fundamental particles have the masses they possess. The imposition

of mass is a consequence of the breaking of the symmetry that uni�es the weak

and electromagnetic forces; electroweak symmetry breaking is accomplished in the

Standard Model via the Higgs mechanism. This elegant portion of the theory not

only provides the dynamics for the symmetry breaking, but also predicts a physically

observable scalar particle, the Higgs boson, which is yet to be discovered.

A new search for the Higgs boson has been performed in the proton { antiproton

collisions at center-of-mass energy of 1.8 TeV provided by the Tevatron accelerator

at Fermi National Accelerator Laboratory. In this analysis, a neural network was

utilized to aid in the rejection of collision events that share the equivalent signature

as Higgs events but are produced via other, less interesting production mechanisms.

The neural network was implemented as part of an advanced event selection that

in simulation studies was shown to provide a 34% increase in signal sensitivity over

conventional methods. When the technique is applied to the data collected by the

CDF collaboration during the Tevatron's Run 1 (1992|1995), an excess of events is

identi�ed above the background expectation. The limit on the Higgs production cross
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section is calculated for six Higgs mass hypotheses in the range 100 GeV=c2<MH<150

GeV=c2. The WH production cross section upper limit was determined to be 18{22

pb in the range MH < 130 GeV=c2 at 95% con�dence; the limit in the rangeMH>130

GeV=c2 is considerably larger. The measured limit is a factor of two larger than the

limit from a priori studies. The Standard Model theory prediction is approximately

two orders of magnitude lower than this upper limit in the MH range.
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CHAPTER 1

INTRODUCTION

Curious humans have inquired for centuries about the nature of the world around

us. Of the fundamental questions that have been the focus of much thought, one is

particularly cogent: What is this world made of? Early thinkers considered all things

in nature to be made from combinations of four fundamental elements: earth, wind,

�re and water. Considering the everyday world evident to the early Greek philoso-

phers that formulated this theory, one must acknowledge that this is a reasonable

�rst attempt. Over the centuries, our understanding of the universe has advanced

as our technological abilities have allowed us to further probe fundamental structure.

However, as our view of the world has become more sophisticated, we continue to ask

that same fundamental question | What is this world made of? | and to re�ne our

response to that question to this very day.

The foundation of contemporary understanding of the fundamental world is a

theory called the Standard Model. This theory can explain the phenomena encoun-

tered in our everyday experiences as well as explain interactions manufactured under

the most harsh conditions achievable: at the collision point of two beams of charged

particles in massive particle colliders. The theory's predictive abilities over such a

large energy range are well-tested, and no signi�cant discrepancies between theory
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and experiment have been observed. The Standard Model is the culmination of the

centuries-long attempts at understanding the building blocks of the universe.

The Standard Model has been the focus of intense scrutiny over the past two

decades in which the theory has been tested to very high precision [3]. The discov-

ery [1] of the top quark and observation [2] of the tau neutrino in experiments at the

Fermi National Accelerator Laboratory are the most recently discovered Standard

Model particles. According to the Standard Model, these particles were guaranteed

to be present, but they eluded discovery for many years. The observations of the

top quark and tau neutrino were several in a series of convincing arguments for the

validity of the Model.

Despite the phenomenal success of the predictive powers of the Standard Model,

there is a portion of the framework for which no evidence has been discovered. In

the Model, the mechanism by which the fundamental particles acquire mass | the

Higgs mechanism | has thus far eluded experimental veri�cation. It is the charge

of this and subsequent generations of experiments to elucidate this portion of the

theoretical framework. A primary current experimental goal is a search for the Higgs

boson, a physically observable particle that is an additional consequence of the Higgs

mechanism upon which the tenets of the Standard Model rely. Unfortunately the

Model does not predict the mass of the Higgs, MH ; lacking a clear prediction from

theory, previous direct and indirect searches considered a wide range of possible MH

values. The results of these analyses indicate that a low-mass Higgs is favored, and its

mass lies within the range 115 GeV=c2<MH<211 GeV=c
2 at 95% con�dence [18],[14].

This document chronicles a new search for the Higgs boson in the remnants of

proton-antiproton collisions manufactured by the Tevatron accelerator complex at

Fermi National Accelerator Laboratory, in Batavia, IL. This search uses data collected
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by the Collider Detector at Fermilab (CDF) experiment during Run 1 of the Tevatron

(1992 { 1995). We search for Higgs production in association with a leptonically

decayingW� boson (referred to asWH production), one of the prominent production

channels at the Tevatron. Two factors make this search diÆcult: small expected

Higgs production rates limit the number of Higgs events in the Run 1 data set; and

formidable levels of other, less-interesting interactions that mimic the signature of

WH events hinder attempts at identi�cation of a purely-Higgs event sample. It is

crucial under such circumstances to develop identi�cation techniques that balance the

need to retain as many Higgs events as possible while rejecting a signi�cant portion

of the events from other sources. To this end, a neural network is employed in the

advanced selection in this analysis to aid in the identi�cation of the Higgs signal.

A neural network is a crude form of arti�cial intelligence, implemented in soft-

ware, that learns to identify events consistent with the Higgs signature via patterns

in simulated proton-antiproton collisions. After suÆcient training the network is then

asked to identify Higgs events in the actual Run 1 dataset. The advanced selection is

completed by a requirement on an event level quantity sensitive to the Higgs mass.

The employment of the advanced selection utilized in this analysis was shown to pro-

vide a 34% increase in sensitivity over conventional techniques in simulation studies.

Such tools will be useful in future searches in which experimenters seek to reduce the

overall amount of data necessary for Higgs discovery, thus providing physics insight

in a shorter amount of collider running time and ultimately saving resources.

We use this method to establish a new upper limit on Higgs production at the

Tevatron for six Higgs mass hypotheses in the regime 100 GeV=c2<MH<150 GeV=c
2.

In the Run 1 dataset, an excess of events survive our selection process over the

expectation from non-Higgs sources. The cross section limit was determined to be
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18-22 pb, approximately 100 times larger than the theoretical cross section, for 100

GeV=c2<MH<130 GeV=c
2.

The contents of this document are organized as follows. Chapter 2 contains a

description of the theoretical aspects behind the Higgs mechanism in the Standard

Model, as well as present search limits. Chapter 3 describes the Tevatron accelerator

complex and CDF detector, followed by a brief introduction to neural networks in

Chapter 4. Chapters 5 and 6 describe how events consistent with Higgs production

were selected in this search. Chapter 7 illustrates how the event yields after applying

the selection criteria can be turned into limits on Higgs production rate and the

systematic errors inherent in our estimates. The result of applying this method on

the Run 1 data is described in Chapter 8, and the conclusions of the analysis are

documented in Chapter 9.
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CHAPTER 2

THEORETICAL MOTIVATION AND PRESENT

UNDERSTANDING

The current knowledge of the fundamental world is summarized in a theoretical

framework called the Standard Model. The 1950s and 1960s saw a urry of activity in

the experimental particle physics community; bubble chamber experiments regularly

discovered new particles. A theory was needed that could explain the existence of all

of these new states; and out of this necessity, the Standard Model was born, taking

much of its current shape in the late 1970s.

2.1 The Standard Model

The Standard Model accommodates matter and forces. There are four known

forces in the universe:

� the strong force, responsible for, among other things, holding nucleons together

� the weak force, responsible for such processes as nuclear beta decay

� the familiar electromagnetic force, whose e�ect can be seen in the attraction of

two oppositely charged objects

� and the force of gravity, the attractive force between two massive objects.
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The Standard Model successfully joins the strong, weak and electromagnetic forces

into a single framework; its main tenets postulate the existence of matter particles

and force-carrying particles.

The matter particles are divided into two classes, quarks and leptons. Both quarks

and leptons are spin-1/2 fermions. There are six quarks: up(u), down(d), strange(s),

charm(c), bottom(b) and top(t). The quarks are electrically charged, massive, and

grouped into three generations:

�
u
d

��
c
s

��
t
b

�
Q = 2=3
Q = �1=3

Table 2.1: The three generations of quarks in the Standard Model, and their charges.

Masses of the quarks increase from the �rst generation to the third; the top quark

is the heaviest by far, with mt' 175 GeV=c2, more than 40 times heavier than the

bottom. Quarks participate in the strong, weak and electromagnetic interactions.

All but the top quark form bound states known as hadrons. For example, the �rst

generation up and down quarks constitute the hadrons known as protons (uud) and

neutrons (udd) and thus most of the matter in the world around us.

�
e�

�e

��
��

��

��
��

��

�

Table 2.2: The three generations of leptons in the Standard Model.
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A similar arrangement exists for the leptons (see Table 2.2), which include the

electron(e), muon(�) and tau(�) charged leptons, and their associated neutrinos

(�e,��,�� ). The muon resembles the familiar electron but with � 200 times the mass.

The charged leptons participate in the weak and electromagnetic interactions. Neu-

trinos only participate in the weak force. This feature allows cosmic neutrinos from

deep within the reaches of space to pass through the Earth nearly unimpeded.

The Standard Model also demands force-carrying particles of integral spin. These

integral-spin particles are called gauge bosons; they have this name because the un-

derlying structure of the Standard Model is based on gauge theories, and it is through

the construction of the Standard Model gauge theory that these bosons appear. The

electromagnetic force is mediated by the exchange of massless photons (). The weak

force is transmitted via the exchange of intermediate vector bosons, of which there are

three types, W� and Z. Finally, in the Standard Model, the strong force is mediated

by the eight massless gluons, which possess the charge of strong force, called color.

Force Particle Mass
Strong gluon 0
Weak W� 80 GeV=c2

Z0 91 GeV=c2

Electromagnetic photon 0

Table 2.3: The force-carrying gauge bosons of the Standard Model.
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2.2 Broken Symmetry and the Higgs Mechanism

Despite the phenomenal success of the predictive powers of the Standard Model,

there is a portion of the framework that has no experimental evidence. One particu-

larly clever aspect of the Standard Model formalism is the uni�cation of the electro-

magnetic and weak interactions through the exploitation of a local gauge symmetry.

This symmetry is a quality of the theory in which the Standard Model Lagrangian

is invariant to local gauge transformations. However, this elegant theory requires the

W� and Z0 to be massless, contradicting experiment.

It is through the spontaneous breaking of this electroweak gauge symmetry, initi-

ated by what is called the Higgs mechanism [4], that the fundamental massive fermions

and bosons acquire mass. The introduction of a scalar doublet self-interacting �eld

implements the Higgs mechanism in the Standard Model. One member of the doublet

acquires a nonzero vacuum expectation value (vev), v. From the Yukawa-type inter-

actions of the doublet with the fundamental fermion �elds, this nonzero vev causes

nonzero mass terms in the �nal Lagrangian for the Standard Model for both the mas-

sive gauge bosons and fundamental fermions. For example, the masses of the electron

and the W� gauge boson are given by

me =
gevp
2

(2.1)

MW� =
g2v

2
(2.2)

where g2 is the coupling constant for the weak interaction that arises from the con-

struction of the gauge theory, and ge is the electron Yukawa coupling, a measure of the

strength of the interaction between the Higgs and the electron. From the measured

W� mass, one �nds v ' 246 GeV . Similar mass relations exist for all the fundamental

fermions and the Z boson. The photon remains massless, consistent with experiment.
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Another critical consequence of the Higgs mechanism in the Standard Model is the

existence of a neutral, scalar particle, the so-called Higgs boson, denoted herein as H.

This massive boson arises from the nonzero vev acquired by a member of the scalar

doublet introduced to break electroweak symmetry. The mass of the Higgs itself is

not predicted from the theory since it depends on the unknown Higgs self-coupling,

�:

MhSM =
p
2�v2 (2.3)

Not until this last piece of the puzzle is discovered can the absolute power of the

Standard Model be known.

2.3 Consequences of the Higgs

The Standard Model is at best only an e�ective �eld theory. The Standard Model

fails to incorporate massive neutrinos, whose signatures were �rst identi�ed by the

Super-K experiment in 1998 [5]. The model also does not incorporate the gravita-

tional force, which, though feeble at the energy scales available to this generation of

experiments, becomes comparable in strength to the other forces at an energy scale

� � Mplanck = 1016 GeV . Therefore the Standard Model must by de�nition be su-

perseded by some more complete framework above the Planck scale. This means that

at some energy scale below 1016 GeV , the Standard Model must break down and

new physics must come into play. The scale at which the Standard Model no longer

adequately governs the fundamental particles and their interactions is sensitive to

the mass of the Higgs. Thus a discovery of the Higgs not only o�ers insight into the

robustness of the theory, but also sheds light on the ultimate reach of the Model's

relevance.
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The implications on the ultimate reach of the Standard Model are depicted in

Figure 2.1 which shows the behavior of upper and lower bounds on MH as a function

of the Standard Model breaking scale �. Recall that the Higgs self-coupling is related

to the vacuum expectation value of the Higgs and its mass by Eqn. 2.3. This coupling

is required to be �nite and positive for the theory to be consistent, since negative or

in�nite Higgs self-couplings would be unphysical. The Higgs self-coupling, �, increases

with energy; requiring the perturbation theory of the SM to remain viable at or below

a certain energy scale, �, limits the coupling �, and therefore MH from above. One

can also require that the vacuum expectation value acquired by the scalar Higgs is a

true minimum of the electroweak theory. This is called the vacuum stability condition,

and this requirement puts �-dependent constraints on MH from below.

Figure 2.1: Lower and upper bounds on MH as a function of energy scale � .

From Figure 2.1[7], one sees that if the Higgs mass is between 160 and 190 GeV=c2,

the SM is perturbative and therefore valid up to the Planck scale, where new physics
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necessarily arises. However if the Higgs mass is outside this window, the Standard

Model breaks down at some lower energy scale. For example, in the range 100

GeV=c2<MH<130 GeV=c
2, � is of the order of a few hundred TeV . Several the-

ories predict new phenomena in this regime; supersymmetry is a theory beyond the

Standard Model that introduces new physics at the TeV scale.

Thus the discovery of the Higgs boson would have a signi�cant impact on the

present understanding of the fundamental particles and the forces through which

they interact. That is why the search for the Higgs is of critical importance to the

future of our understanding of the world around us.

2.4 Present Limits on the Higgs

An upper mass limit for MH comes from SM unitarity constraints [6]. Unitarity

in the SM prevents probabilities from being greater than one; Higgs contributions to

certain SM processes could drive the predicted probabilities of these processes greater

than one above some threshold MH value. From unitarity constraints alone, MH <

TeV=c2. Other more sensitive limits have been achieved via precision electroweak

measurements and direct searches for the Higgs, each discussed below.

2.4.1 Electroweak precision measurements

An important goal of the past decade in experimental particle physics was the

precision measurement of electroweak parameters predicted by the SM. Many of these

parameters have a dependence on unknown quantities, such as the Higgs mass. For

example, in electroweak theory, evaluation of the W� propagator yields a predicted

value of theW� mass,MW . TheW� propagator involves Higgs loops at higher orders

in perturbation theory; the calculation of the Feynman diagrams involving these Higgs

loops thus introduces MH as an unknown quantity. Theorists attempt to calculate
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the perturbative expansion to high enough order to match experimental precision and

shed some light on the unknowns in the calculation. The current experimental value

of the W� boson mass is 80.41 � 0.04 GeV=c2.

Important precision electroweak studies were conducted at the Large Electron-

Positron Collider (LEP)[8], located at the CERN facility on the Swiss-French border.

As its name suggests, the LEP machine collides beams of electrons and positrons;

the �rst run of the LEP collider (LEP1) from 1989-1995 provided electron-positron

collisions at a center-of-mass energy of
p
s = MZ . The LEP machine was tuned

precisely to this beam energy to produce millions of Z particles, giving experimenters

the ability to precisely test electroweak couplings to the fundamental fermions. In

LEP2 (1995-2000), accelerator design changes provided experimenters with higher

beam energy and luminosity. These eleven years of precision electroweak data would

prove valuable in the indirect search for the Higgs.

The four collider experiments at LEP [9]-[12], ALEPH, DELPHI, L3 and OPAL,

were leaders in precision electroweak physics. The LEP Electroweak Working Group

[13] was formed to organize and combine independent results from each of the LEP ex-

periments, as well as incorporate electroweak measurements from experiments around

the world. As of Winter 2003, after combining the electroweak data from the LEP

experiments and other pertinent electroweak studies, the Working Group reported

that based on the interdependence of MW , mt and MH , a light mass Higgs would

be favored [14]:

MH < 211GeV=c2 at 95% CL

12



80.2

80.3

80.4

80.5

80.6

130 150 170 190 210

mH [GeV]
114 300 1000

mt  [GeV]
m

W
  [

G
eV

]

Preliminary

68% CL

∆α

LEP1, SLD Data

LEP2, pp
−
 Data

Figure 2.2: Winter 2003 MW , mt dependence for a variety of MH values, overlayed
with the measured values of MW and mt at 68% CL.

Figure 2.2 plots the theoretical prediction of MW and mt dependence for a range

of Higgs masses, MH = 114 � 1000 GeV=c2 . The experimental measurements of

the W� mass and the top mass are overlayed on the theory predictions. It should

be noted that in Fig 2.2, the bounds on the measured MW and mt are only at the

68% con�dence level (CL). The con�dence level indicates the strength of belief in the

statement being made.

Fig 2.2 illustrates an important behavior: corrections to MW are proportional to

the logarithm of the Higgs mass, ie, a large spectrum of possible Higgs masses (MH

= 114� 1000 GeV=c2 in the combined result above) corresponds to a relatively small

deviation in the predicted MW . Thus, achieving the highest precision possible in the

MW measurement, as well as other electroweak observables, would be necessary to

provide relevant bounds on the Higgs mass. There exists a similar strong dependence

on mt; according to [15] a 5 GeV shift in the measured value of mt corresponds to a

35% deviation in the MH prediction.
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2.4.2 Direct Searches

The Higgs mass is not predicted by the SM, thus searches for very low mass Higgs

bosons were conducted at various experiments over the past several decades. These

attempts did not yield an observation; the mass region eliminated by these very low

mass searches was completely superseded by the direct searches of the past ten years.

Therefore a detailed discussion of the early searches is omitted here; however, the

pioneering e�orts should be noted[16].

Recent direct Higgs searches were conducted primarily at LEP in conjunction with

the precision electroweak program. The four collider experiments searched millions of

e+ � e� collisions in search of Higgs bosons produced in association with a Z boson.

This production mechanism is very similar to the channel that will be the focus of

this search, as described in Section 2.5.

By mid-2000 the four collider experiments at LEP had not found any conclusive

evidence for the Higgs. Time was running out for the Higgs searches at LEP; the

facility was scheduled for shutdown near the end of 2000 in preparation for the con-

struction of the next generation collider that would be built at CERN, the Large

Hadron Collider (LHC). At the end of its lifetime, the LEP collider was pushed one

�nal time past its design parameters in a last attempt to further the machine's reach

in searching for the Higgs. A tantalizing signal was seen, an excess of events in a

decay channel consistent with Higgs production with MH ' 115 GeV=c2 [17]. Exper-

imenters desperately tried to extend LEP2 a few more months to study this excess

in detail. But the need to begin construction of the LHC prevailed and on November

2, 2000, the LEP collider was powered down for the last time. The four LEP collider

experiments combined their e�orts and set a �nal 95% CL lower mass bound of MH

> 114.4 GeV=c2 [18].
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2.4.3 Implications on Present Analysis

From direct and indirect Higgs searches, it is clear that a low mass Higgs is

favored in the range 114.4GeV=c2<MH<211GeV=c
2. An analysis was completed that

incorporated precision electroweak results along with the results of the direct searches

at LEP [19]. This analysis calculated the probability distribution as a function ofMH ;

the data signi�cantly favored a low mass Higgs in the region 110 GeV=c2<MH <125

GeV=c2. Given this information we choose to perform a search for the Higgs in the

mass range 100 GeV=c2<MH<150 GeV=c
2, properly covering an important region of

interest.

2.5 Higgs Production at the Tevatron

Higgs bosons are produced through a variety of mechanisms at the Tevatron;

Figure 2.3 shows the theoretical cross section for the three signi�cant production

mechanisms as a function of MH .

1.0

0.1

100 120 140 160 180 200

gg→H

WH

ZH

mH  (GeV/c2)

SM Higgs cross section (HIGLU, V2HV)

√s=1.8 TeV

Figure 2.3: Theoretical prediction forWH production cross section in pb as a function
of MH .
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The cross section can be thought of as the production rate for Higgs events in the p-p

collisions. The dominant production mechanism at the Tevatron is via gluon-gluon

fusion, represented diagramatically in Figure 2.4.
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Figure 2.4: Gluon-gluon Higgs production through one top loop.

Gluon-gluon fusion necessarily contains a heavy fermion loop, since the Higgs boson

does not couple directly to massless objects.

Higgs production at the Tevatron also proceeds via Higgs radiation o� of a vector

boson V = W or Z. Copious numbers of W� and Z particles are created in the

Tevatron environment; the resonances that are created can possess a mass on the

high tail of their distribution if the momentum transfer from the hard scatter is

signi�cantly above the mass of the particle in question. These so-called o�-shell

resonances then can radiate a heavy object, such as a Higgs boson, and proceed

to an on mass-shell state. This is precisely the mechanism behind the other two

prominent Higgs production mechanisms at the Tevatron, known as Higgstrahlung.

Higgs production in association with a W� boson is called WH production, and is

called ZH production in the case of Higgs radiation o� of a Z. It should be noted

that the gluon-gluon fusion cross section is approximately a factor of four higher than

that of the larger Higgstrahlung process, WH production.
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Figure 2.5: Higgs production in association with a vector boson at the Tevatron.

Understanding of the production mechanisms is not suÆcient to design a Higgs

search. The decay modes of the Higgs boson are critical, because it is the decay of

the Higgs that provides the unique signature for which we will search. Figure 2.6

contains the decay modes and their branching fractions as a function of MH . In the

range 80GeV=c2<MH<130GeV=c
2, the Higgs decays predominantly to b-quark pairs.

Above a mass of 130 GeV=c2, the decay H ! W+W� becomes dominant. This is

because as the Higgs coupling is proportional to the mass of the objects it couples to;

as the Higgs mass increases, more decay channels are available, and given suÆcient

mass in the resonance, it will decay to the heaviest pair of objects allowed. In the

regime 80 GeV=c2<MH<130 GeV=c
2, the Higgs simply did not have enough mass

in its initial state to decay to W� bosons; therefore the alternative is the next-most

massive particle-antiparticle pair, a pair of b quarks.

The channel gg ! H ! bb produces 2 jets in the detector that will be evident

in the tracking and calorimetry. Jets are sprays of particles which come from the

decay of quarks and gluons created in the p�p collision. The strong force prevents the

existence of free quarks; when a quark is produced in a p{p collision, the quark must

form a bound state with another quark, called a hadron. The vacuum can be thought

of as a sea of quark-antiquark pairs; so the quark produced in the p{p interaction

17



Figure 2.6: Higgs decay modes and their probabilities as a function of MH .

rips one of these quarks from the vacuum in forming its bound state. This leaves one

quarks from the vacuum now unpaired; this quarks subsequently also rips another

quark from the vacuum, creating a bound state. This process (called hadronization)

continues, creating many new hadrons which subsequently decay and appear in the

detector as a jet of particles.

The gluon-gluon fusion channel is however tremendously diÆcult to identify at

the Tevatron due to a formidable amount of other, less interesting interactions that

share the same 2-jet �nal state. These so-called background processes have production

rates orders of magnitude larger than the predicted Higgs production cross section.

Management and understanding of the background is one of the most critical parts

of any such search.

The more promising Higgs channel at the Tevatron is WH and ZH production.

Despite a smaller cross section, these production mechanisms o�er a signature whose

backgrounds are considerably more manageable. The decay products of the vector

boson o�er additional handles for event identi�cation.
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In the analysis described herein, we focus on WH production. W� bosons decay

to leptons 30% of the time, the remainder of the time to hadrons. The hadronic W�

decay mode is however avoided when consideringWH production in theMH range of

this analysis because it leads to a four jet �nal state, WH ! qq0bb . Like gluon-gluon

fusion, this four jet �nal state also has formidable QCD backgrounds that we seek to

avoid.

We instead rely on the leptonic decay of theW�. The presence of a high pT lepton

from W� decay can provide a clean trigger for baseline event selection. The neutrino

that is produced in the leptonic W� decay escapes the CDF detector without leaving

telltale interaction remnants in their wake; however these neutrinos do carry away

some of energy from the incident collision. The presence of neutrinos is inferred by

an energy imbalance in the �nal state.

TheW� boson decays to all three lepton families. We look for the decays W ! e�

and W ! �� in this analysis; W ! �� is not considered here because the large

branching ratio ('64%) of the � lepton to hadronic �nal states makes � identi�cation

considerably more diÆcult. However, instances of W ! �� in which the � decays to

leptons ('36%) are within the acceptance of the analysis.

In summary, the channel we investigate in this analysis is WH ! `�bb where

` = e or �. We are not free however from the inuence of background channels

in this �nal state: prominent background channels include W + b�b production , tt

production, single top production and diboson channels, including WZ. Figure 2.7

shows the diagram for one of the contributing background process,W+b�b production.

The background contributions will be discussed in Chapter 5.
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Figure 2.7: W + b�b production, a background to WH for 100 <MH<150 GeV=c
2.
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CHAPTER 3

EXPERIMENTAL APPARATUS

The Higgs boson does not appear directly in our everyday world. Such new forms

of matter are however accessible to mankind via their production and subsequent

decay in highly energetic collisions of subatomic particles. Such collisions are manu-

factured at particle accelerator facilities like the Tevatron at Fermi National Acceler-

ator Laboratory outside Chicago, IL (Fermilab for short). The search for the Higgs

boson described herein utilizes collisions provided by the Tevatron accelerator, a ma-

chine that relies on the �elds produced by superconducting magnets to steer beams

of protons (p) and antiprotons (p). The beams propagate in the Tevatron in 3.9 mi

circumference circular orbits in a 5 cm diameter pipe a few stories underground.

The p and p beams are collided at two places along the circular track, one of which

is the nominal center of the Collider Detector at Fermilab experiment (CDF), the

detector with which we perform this search. This analysis focuses on data collected

at CDF during Run 1 of the Tevatron collider (1992|1995). Protons and antiprotons

are bound states of quarks; thus because quarks participate in the strong, weak and

electromagnetic interactions, each of these forces can be probed in a p{p collision.

High energy collisions allow for the production of such exotic particles as W� and

Z bosons and the top quark, which was discovered at the Tevatron during Run 1.
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LinacCDF

Figure 3.1: Diagram of the Tevatron accelerator complex.

Fermilab is the highest energy particle accelerator in the world, and is currently the

only active facility capable of probing the Higgs sector.

3.1 The Tevatron Collider

Fermilab utilizes a series of accelerators to create the 900 GeV proton and antipro-

ton beams collided in the Tevatron. The creation of the proton beam starts from a

bottle of Hydrogen gas. The hydrogen atoms are ionized and then are accelerated by

a Cockroft-Walton electrostatic pre-accelerator to an energy of 750 keV . The accel-

erated H� ions then enter a 150 m linear accelerator, the Linac, where their energy is

increased by the application of an oscillating electric �eld to 400MeV . At the end of
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the Linac the hydrogen ions are incident on a carbon foil where the electrons are re-

moved from the hydrogen ions, leaving behind only the proton nuclei. These protons

are then sent to the Booster, a 150 m diameter syncrotron. Like a linear accelerator,

a synchrotron accelerator also exploits electric �elds to impart energy to the particle

beam. The synchrotron however uses magnetic �elds to bend the trajectory of the

protons into a circular path, allowing for the repeated application of the electric �eld

during each revolution. The Booster synchrotron accelerates the protons to an energy

of 8 GeV and operates in 12 cycles, thus providing 12 distinct bunches of protons

that are transferred to another synchrotron, the Main Ring. This 6.3 km circumfer-

ence synchrotron accelerates the proton bunches to an energy of 150 GeV ; to keep

the proton bunches in proper orbit during this step in the acceleration process, the

Main Ring magnets are capable of generating magnetic �elds up to 0.7 T . The twelve

proton bunches are then coalesced into a single bunch of approximately 2� 1011 pro-

tons and are injected into the Tevatron, the highest energy synchrotron accelerator

in the world. The Tevatron is composed of superconducting magnets which reside

directly below the Main Ring magnets in the same underground circular tunnel. The

superconducting magnets of the Tevatron can generate magnetic �elds up to 4.4 T .

The Tevatron accelerates the protons to the colliding energy of 900 GeV . A total of

six proton bunches are transferred to the Tevatron in the manner described above.

The entire process described above takes approximately sixty seconds.

Production of the antiproton beam is slightly more complex. Bunches of 120

GeV protons from the Main Ring are extracted and focused onto a tungsten target.

Interactions between the incident proton bunches and the nucleons in the tungsten

create a spray of new particles, including | at some small rate | antiprotons with
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an energy of 8 GeV , which are selected and focused with a lithium lens. The antipro-

tons are then transferred to a triangular-shaped synchrotron called the Debuncher;

here the momentum spread and oscillations in the transverse plane of the antiproton

bunches are reduced, a process known as \cooling". After the Debuncher the 8 GeV

antiprotons are sent to another triangular-shaped synchrotron, called the Accumula-

tor. Here the antiprotons are further cooled; once approximately 1�1012 antiprotons

are \stacked", six antiproton bunches are transferred to the Main Ring, where the

antiprotons are accelerated in the same fashion as the protons to 150 GeV . The six

antiproton bunches are then transferred to the Tevatron and are accelerated to an

energy of 900 GeV to match the energy of the proton beam. The transfer eÆciency

between the Accumulator and the Tevatron is low for antiprotons; consequently once

the antiprotons reach the Tevatron a bunch typically contains only 30 � 109 parti-

cles. The antiproton bunches share the same beampipe as the protons, as well as the

magnetic and RF �elds used for acceleration.

The proton and antiproton bunches propagate in counter-circulating orbits in

the Tevatron. The energy of each beam is 900 GeV ; the center-of-mass energy of

the colliding beams is 1.8 TeV . The beams travel in a helical path which allows

for collisions at only two interaction regions. These two interaction regions are the

locations of the two collider physics experiments at the Tevatron, CDF and D�.

The CDF and D� detectors surround the interaction regions in an e�ort to record

the remnants of the energetic p-p collisions. In a perfect world, the collisions would

take place at the exact center of the detectors; however the actual collision point is

gaussian distributed with a width along the z axis (z is along the beam axis) of 30

cm, and a width in the transverse x� y plane of 35 �m.
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The beams travel in the Tevatron at approximately the speed of light, which means

that, given six bunches of p and p, and the four mile circumference of the Tevatron,

the collisions occur every 3.5 �s. During 1992|1995 collision runs in the Tevatron

typically lasted � 10 hours. More details on the operation of the Tevatron can be

found in [20].

The instantaneous luminosity (L) is a measure of collision rate and is given by

L =
NpN�pBf0
4��2

(3.1)

where Np is the total number of protons per bunch, N�p is the total number of an-

tiprotons per bunch (both given above), B is the number of bunches of each type, f0

is the frequency of bunch revolution (47.4 kHz), and �2 is the cross-sectional area

of the bunches (�2 � 5 � 10�5 cm2). The instantaneous luminosity of the acceler-

ator falls exponentially with time due to spreading in the transverse plane of the

beam (increase in �) and losses of p and p in the transverse beam width tails and

collisions (decrease in Np,N�p). In the 1992|1995 Run 1 of the Tevatron the peak

instantaneous luminosity reached was 2:8� 1031 cm�2 s�1 while typical values were

0:54� 1031 cm�2 s�1 for Run 1a and 1:6� 1031 cm�2 s�1 for Run 1b.

3.2 The CDF Detector

CDF is located at one of the two colliding beam interaction regions of the Tevatron.

The CDF detector is a multipurpose detector used to observe a wide range of physics

processes produced from high-energy p�p collisions. The CDF detector is designed to

identify and measure the energy and momentum of electrons, muons, photons and

jets.

A schematic drawing of the detector is shown in Figure 3.2; only a quarter of the

detector is shown. The interaction point is in the lower righthand corner. CDF is
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cylindrically and forward-backward symmetric about the transverse plane that passes

through the interaction point.

The origin of the CDF coordinate system is the interaction point. The positive

z-axis points along the beamline in the direction of the protons, the x-axis points

radially outward from the center of the ring and the y-axis points upwards. In terms

of angles, � is the polar angle with respect to the z-axis, and � is the azimuthal

angle in the x-y plane. Typically, locations of particles are identi�ed by the Lorentz

invariant quantity pseudorapidity, �:

� = � ln(tan(�=2)) (3.2)

Large � corresponds to regions very near the beam line (small �); small � corresponds

to the plane perpendicular to the z-axis at z=0. As an aside, a measure of the opening

angle between two objects is given by �R:

�R =
p
(��)2 + (��)2 (3.3)

Small values of �R indicate two objects that are highly collimated.

The CDF detector is divided into three � ranges: the central (j � j<1.0), the

plug (1.0 <j � j<2.4) and forward regions (j � j<2.4). CDF is composed of a several

smaller detector segments, each of which can be considered its own system. There

are three main sections utilized in this analysis:

� charged particle tracking

� calorimetry

� muon detection

26



CENTRAL MUON UPGRADE

SOLENOID RETURN YOKE

CENTRAL MUON CHAMBERS

CENTRAL HADRONIC CALORIMETER

CENTRAL ELECTROMAGNETIC
CALORIMETER
SUPERCONDUCTING SOLENOID

CENTRAL DRIFT TUBES

CENTRAL TRACKING CHAMBER

VERTEX TPC

SILICON VERTEX DETECTOR

PLUG ELECTROMAGNETIC CALORIMETER

WALL HADRONIC
CALORIMETER

PLUG HADRONIC
CALORIMETER

CENTRAL MUON
EXTENSION

BEAM-BEAM COUNTERS

FORWARD
ELECTROMAGNETIC
CALORIMETER

FORWARD
HADRONIC
CALORIMETER

FORWARD
MUON
TOROIDS

BEAMLINE

CDF
θ φ

z

y

x
(OUT OF THE PAGE)

(EAST)

Figure 3.2: A one quarter side-view cross section of the CDF detector. The detector
is forward-backward symmetric about the interaction region, located at the lower
righthand corner of the �gure.
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We only focus here on the portions of the CDF detector most relevant for this

analysis; a complete description can be found elsewhere [28]. Starting from the inter-

action point and moving radially outward, the tracking system is located inside a 1.5

m radius superconducting solenoid which produces a 1.4 T axial magnetic �eld. The

axial magnetic �eld causes the trajectory of charged particles to curve in the trans-

verse plane (recall, ~F = q~v � ~B). From the curvature of the charged particle track,

one can determine the particle's momentum. Outside the solenoid, the calorimetry

system surrounds the tracking chambers. By employing two types of absorbing mate-

rial, two types of calorimetry measurements are made: one that measures the amount

of energy particles lose due to the electromagnetic interaction and one that gauges

the particles' energy loss due to hadronic interactions. Electrons, photons and most

hadrons are absorbed in the detector in the calorimetry. Muons interact minimally

within the calorimetry, so they escape and are identi�ed in the muon detectors at

large radius. Each of these components are discussed in greater detail below.

3.2.1 The Tracking System

Charged particle tracking measurements are made using three components of the

CDF detector: the Silicon Vertex Detector (SVX), the Vertex Time Projection Cham-

ber (VTX), and the Central Tracking Chamber (CTC). Each of these detectors lies

within the 1.4 T magnetic �eld, and each serves a speci�c purpose. Closest to the

beampipe is the SVX which has the best track position resolution and is used to

identify displaced vertices indicative of the decay of a B hadron. The VTX surrounds

the SVX and is primarily used to identify the z position of an event's interaction

point, or primary vertex. Surrounding the VTX is the CTC. The CTC was designed

for the precise measurement of a charged particle track's momentum.
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The SVX

The SVX provides accurate measurements in the transverse plane for the recon-

struction of charged particle tracks. Details of the SVX detector and its performance

can be found elsewhere [28]. The SVX consists of two end-to-end barrels that are

aligned along the beampipe. There is a 2.15 cm separation between the two barrels

at z=0. The active length of the SVX is 51 cm; this corresponds to a pseudorapidity

coverage of j � j<1.9. Recall that p�p collision positions are gaussian distributed with

a spread of � � 30 cm about z=0. Thus tracks from some events will be poorly

measured by the SVX, which does not cover completely the interaction region. These

features contribute to the track acceptance of the SVX, which was found to be �

60%.

Each SVX barrel is divided into 12 wedges of 30Æ in azimuth. Figure 3.3 shows

a diagram of an SVX barrel. Each wedge has four layers of silicon strip detectors.

The innermost silicon layer resides at a radius of 2.86 cm and the outermost is at

a radius of 7.87 cm, each radius measured from the beampipe. Each layer within a

particular wedge is called a ladder. Each ladder has three 8.5 cm long silicon strip

detectors. These three silicon segments contain a varying number of silicon strip

channels, depending on layer: for example, the innermost ladder has 256 silicon strips

while the outermost ladder has 768. The separation between silicon strips is 60 �m

for the three inner layers and 55 �m for the outermost layer. This separation results

in an r � � position resolution of 13 �m. There are a total of 46080 SVX channels

that are processed by 360 readout chips. These 46080 constitute roughly one-third of

the total possible readout channels for the entire CDF detector. However only about

5% of the SVX channels are read out in a given event. Table 3.1 summarizes some of

the more critical facts about the SVX.
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Figure 3.3: Portrait of one of the SVX barrels.
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One of the primary uses for the SVX is the measurement of secondary vertices in

the r � � plane. Secondary vertices are indicative of the decay of b and c hadrons,

which have constituent b or c quarks. The relatively long lifetime of these heavy quarks

allow b and c hadrons to travel a small distance before they decay. This subsequent

decay produces a secondary decay vertex that the SVX specializes in identifying.

The VTX

The collision rate, or luminosity, at the Tevatron is very large. It is frequently

the case that more than one p-p interaction occurs per event. The VTX is used

to associate charged particle tracks to their correct vertex along the beamline. The

VTX is composed of 8 octagonal chambers that contain a 50% - 50% mix of argon

and ethane gas. The complete VTX detector is 2.8 m long in z and extends from

an inner radius of 8 cm (just outside the SVX) out to a radius of 22 cm from the

beampipe. Each VTX chamber is divided into two 15.25 cm drift regions, separated

by a high voltage grid.

The endcaps of the VTX are segmented azimuthally and consist of sense wires

perpendicular to the beamline and the radial centerline of the wedges. Charged

particles passing through the VTX ionize the gas and free electrons; the freed electrons

then drift in the axial direction to the sense wires in the end caps. From the arrival

time of the drift electrons, the VTX provides charged particle tracking in the r � z

plane. With coverage out to j � j<3.5, the VTX determines the z position of the

event vertices to within 1 mm. Table 3.2.1 summarizes the physical characteristics

of the VTX.
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The CTC

The CTC is a large cylindrical open-wire drift chamber that measures charged

particle momenta in the r � � plane from the curvature of the particle's trajectory

in the 1.4 T magnetic �eld. The CTC is 3.2 m long in z, with an inner radius of

0.3 m and an outer radius of 1.3 m, giving coverage over the pseudorapidity range of

j � j<1.0. Sense wires run the length of the CTC chamber. There are 84 radial layers

of sense wires in the CTC; these 84 layers are separated into nine superlayers, �ve

of which are axial (wires run parallel to beam) and four of which are stereo (wires

have �3Æ azimuthal o�set). Axial superlayers provide tracking information in r � �.

These superlayers have twelve sense wires apiece. Stereo superlayers provide tracking

information in the r � z plane. The combination of the axial and stereo layers yield

3-dimensional tracking. The �eld wires of the CTC create a 1350 V=cm drift �eld. To

compensate for the Lorentz angle produced by the coincident electric and magnetic

�elds, the wires in each superlayer are grouped into cells which are tilted by 45Æ

with respect to the radial direction. This gives drift electrons trajectories which are

azimuthal. Figure 3.4 shows a transverse view of the CTC endplate.

Tracks are reconstructed by �tting hits in the CTC to a helix. The curvature

of the track is related to the transverse momentum of the particle. The momentum

resolution of the CTC is

ÆPT=PT = 0:002c=GeV �1 � pT :

By combining tracking information from the CTC and the SVX, the momentum

resolution improves to

ÆPT=PT = 0:001c=GeV �1 � pT :

The physical properties of the CTC are listed in Table 3.1.
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Figure 3.4: Transverse view of the CTC endplate illustrating the 9 superlayer geom-
etry.
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Central tracking Vertex tracking Silicon vertex detector
chamber (CTC) chamber(VTX) (SVX)

Pseudorapidity j�j < 1:5 j�j < 3:25 j�j < 1:2
Coverage

Inner, Outer 30.9, 132.0 8, 22 2.7, 7.9
Radii (cm)

Length (cm) 320 280 26
Layers 60 axial, 24 stereo 24 4
Strip/Wire 10 mm 6:3 mm 60 �m (inner 3 layers)
Spacing 55 �m (outer layer)

Spacial 200�m (r � �) 200-500 �m (r � z) 15 �m (r � �)
Resolution 4 mm (r � z)

Momentum ÆPT=PT = 0:002� PT ÆPT=PT = 0:001� PT
Resolution

Thickness � 0:015X0 � 0:0045X0 � 0:035X0

Table 3.1: Description of the charged particle tracking chambers.
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3.2.2 Calorimetry

Outside the tracking system resides the calorimetry. The 1.4 T axial magnetic

�eld provided by the solenoid prevents particles with momentum in the transverse

plane less than 350 MeV=c from escaping the tracking system. Such low momentum

particles curl within the tracking system. However, particles with suÆcient transverse

momentum escape the tracking system and enter the calorimetry. In this analysis the

calorimetry is used to determine the energy and direction of jets, to quantify the

amount of missing energy (6ET ) in the event, and to help in identifying electrons,

photons and muons.

There are two types of calorimetry in the CDF detector: electromagnetic and

hadronic. Both types of calorimeters consist of alternating layers of material. Incident

particles interact with relatively dense absorbing material (lead in the electromagnetic

calorimetry, iron in the hadronic calorimetry) and lose some fraction of their energy

while creating cascades of secondary particles. Alternating with the absorbing mate-

rial are an active medium, layers of scintillator. When encountering the scintillating

material, the incident particles produce light; this light is collected by light guides

on the end of each layer of scintillator. The amount of light is a measurement of the

incident particle's energy as a function of depth.

Electromagnetic showers develop faster than hadronic showers, therefore the elec-

tromagnetic calorimeters are positioned closer to the interaction point than the hadronic

calorimeters. The calorimeters are segmented into towers in �� � space. Each tower

points back to the geometric center of the detector. The calorimetry surrounds the

solenoid and tracking chambers and cover a range of 2� in azimuth and a pseudora-

pidity j � j<4.2. The calorimetry consists of three subsystems: the central, plug, and

forward.
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The central electromagnetic (CEM), central hadronic (CHA), and wall hadronic

(WHA) calorimeters cover approximately j � j<1.0. The electromagnetic and hadronic

portions of the central calorimetry are concentric cylindrical barrels that are divided

into 15Æ wedges in azimuth. There are 24 such wedges on each side of z=0. Each

wedge is further segmented into towers 0.1 units in pseudorapidity. The 48 wedges

of the central calorimeters each contain 10 towers. The particle cascade caused by

the particles incident on the calorimetry produce light in the scintillator. This light

is collected by acrylic lightguides at the end of each tower and is then transmitted

to photomultiplier tubes located at the back of each wedge. A cutaway cross-section

view of a central calorimeter wedge is shown in Figure 3.5.

The CEM has 18 radiation lengths worth of material and an inner radius of 173

cm with a depth of 35 cm. The CHA contains 4.7 absorption lengths of material and

extends beyond the CEM. The layout of the central calorimeter is shown in Figure 3.6.

The measured energy resolution for electromagnetic showers is

(�=E)2 = (13:7%=
p
ET )

2 + (2%)2:

The CEM was calibrated using a testbeam of electrons and is checked periodically

using radioactive 137Cs sources. The energy resolution for hadronic showers was

measured from isolated pions; the resolution in the central hadronic calorimetry was

determined to be

(�=E)2 = (50%=
p
ET )

2 + (3%)2:

The region 0:6 < j�j < 1:1 does not have complete CHA coverage. Additional

hadronic calorimetry, the WHA, is in place to re�ne hadronic measurements in the

region of the detector. The WHA makes hadronic energy measurements in a sim-

ilar way as the CHA. Table 3.2.2 gives detailed information on each of the central

calorimeters.
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Figure 3.5: Diagram of a single central calorimetry wedge.
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Central Endwall
EM (CEM) Hadron (CHA) Hadron (WHA)

Coverage (j�j) 0 - 1.1 0 - 0.9 0.7 - 1.3
Tower Size (Æ� � Æ�) 0:1� 15Æ 0:1� 15Æ 0:1� 15Æ

Module Length 250 cm 250 cm 100 cm
Module Width 15Æ 15Æ 80 cm
Number of Modules 48 48 48
# Layers 31 32 15
Active Medium polystyrene acrylic acrylic

scintillator scintillator scintillator
Thickness 0.5 cm 1.0 cm 1.0 cm

Absorber Pb Fe Fe
Thickness 0.32 cm 2.5 cm 5.1 cm

Table 3.2: Characteristics of the central and endwall calorimeters.

As depicted in Figure 3.5, within the CEM resides proportional strip chambers,

called the CES. Located at 5.9 radiation lengths, the CES are positioned at the point

in the CEM where maximal average electromagnetic shower development occurs. The

CES have sense wires running parallel to the beamline that provide shower position in

r�� and perpendicular sense wires that provide position measurement in z. The CES

is used primarily in this analysis in electron identi�cation, which will be discussed in

Section 5.1.1.

The plug (j � j<2.4) and forward (j � j<4.2) calorimeters are used to measure

energies in the regions of the detector closer to the beamline. The energy measure-

ments in these portions of the calorimetry are performed similarly as in the central

calorimetry. One signi�cant di�erence is the active material employed: in the plug
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Plug Forward
EM (PEM) Hadron (PHA) EM (FEM) Hadron (FHA)

Coverage(j�j) 1.1 - 2.4 1.3 - 2.4 2.2 - 2.4 2.3 - 2.4
Tower Size 0:09� 5Æ 0:09� 5Æ 0:1� 5Æ 0:1� 5Æ

(Æ� � Æ�)

Active Proportional tube chambers with
Medium cathode pad readout

Tube Size 0.7 � 0.7 cm2 1.4 � 0.8 cm2 1.0 � 0.7 cm2 1.5 � 1.0 cm2

# Layers 34 20 30 27

Absorber Pb Fe 94% Pb, 4% Sb Fe
Thickness 0.27 cm 5.1 cm 0.48 cm 5.1 cm

Table 3.3: Characteristics of the plug and forward calorimeters.

and forward regions, proportional tube arrays containing argon-ethane gas are used to

record the energy dissipated in the particle cascade caused by the incident particles.

The plug and forward calorimeters are divided into electromagnetic (PEM,FEM) and

hadronic (PHA,FHA) sections. Table 3.2.2 lists detailed characteristics of the plug

and forward calorimeters.

3.2.3 The Muon Detectors

After escaping the tracking system, muons interact minimally within the calorime-

try. But they do not escape detection in the CDF detector. A detector system specif-

ically designed to identify muons is located at larger radii. CDF has three separate

muon detectors: the central muon detector (CMU), the central muon upgrade (CMP),
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and the central muon extension (CMX). All of the muon chambers are arrays of single

wire, rectangular drift tubes.

The CMU is housed within the central calorimeter wedges, directly behind the

CHA. The CMU covers the pseudorapidity range j�j < 0:6. It should be noted that

the CMU has only 85% coverage in azimuth; this is due to 2:4Æ gaps between detector

modules. From Figure 3.6 one can see the geometry of the CMU detectors beyond

the central calorimeter. Each wedge contains three CMU chambers; each chamber

contains four radial layers of four drift tubes. Each layer is o�set by (� 2 mm) to

provide unambiguous � measurement.

Four more layers of drift chambers, the CMP, reside beyond the CMU. A half

meter of steel shielding resides between the CMU and the CMP chambers. This

shielding is designed to reduce the number of hadrons which escape the hadronic

calorimetry and proceed to the CMU and CMP. These so-called \punch-through"

hadrons are a source of fake muons. The CMP operate in the same way as the CMU.

CMP drift tubes are similarly staggered to remove position measurement ambiguity.

In the region j � j<0.6, approximately 85% of the solid angle is covered by the CMU,

63% by the CMP, and 53% by both.

Muons in the range 0:6 < j�j < 1:0 are detected by the CMX system. The CMX

is comprised of four conical arches of drift tubes; layers of scintillator (the CSX)

sandwich the CMX drift tubes and aid in the identi�cation of real muons. The CMX

covers 71% of the solid angle in the 0:6 < j�j < 1:0 region.

3.2.4 Event Triggers

In Run 1 at CDF, bunch crossing occurred approximately every 3.5 �s with an

average of one interaction per crossing during Run 1a, and three per crossing in Run
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1b. That means between 280,000 and 840,000 collisions occurred at CDF in each

second of operation. The Run 1 CDF detector had approximately 150000 channels

available for readout on each and every event. Because of the large bandwidth and

storage requirements, it is impossible to permanently record each event record: event

size allows only �5-10 events to be written to magnetic tape per second. It would

also be imprudent from a physics point of view, since not every collision has enough

energy transfer to create an interesting physics process: think of a glancing blow

between constituent quarks of the incident p and p; such an event is fairly common

and is not typically worthy of further scrutiny. It is clearly wise to judiciously select

and record only those events that meet some minimal criteria that qualify them for

further study after collection.

This is the task of the CDF event trigger, a three-level system that selects these

minimally interesting events. The trigger system reduces the rate of events to be

recorded to a much more manageable size. However, in the high rate Run 1 environ-

ment, this goal had to be tempered by the need to minimize the amount of \dead

time", periods in which collisions occur but the trigger is incapable of processing the

new data.

Each successive level of the trigger processes fewer events than the preceding level

but with greater sophistication and more processing time. The Level 1 and Level 2

triggers are implemented in hardware, while Level 3 is implemented in software.

The Level 1 trigger is indeed deadtimeless, taking less than 3.5 �s to make its

decision. The trigger is based on identi�cation of raw energy clusters or an energy

imbalance in the calorimeters or muon stubs in the muon chambers. These are the

objects that can eventually be reconstructed to be electrons, neutrinos, photons,

jets and muons. Level 1 selection reduces the event rate from 280 kHz down to
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approximately 1 kHz. At Level 1, the energy clusters are required to exceed some

region-speci�c threshold.

At Level 2 the trigger �rst makes use of tracking information. The central fast

tracker (CFT) is a hardware processor that uses CTC hits to reconstruct high momen-

tum tracks in r��. The CFT has a momentum resolution of ÆPT=P
2
T = 3:5%. Tracks

found by the CFT are matched to clusters in the CEM to form electron candidates

or to tracks in the muon chambers to form muon candidates. The Level 2 trigger also

exploits more sophisticated calorimeter information; calorimeter clusters are formed

by searching for a seed tower above a certain threshold and adding in neighboring

towers which are over a lower threshold. The ET , � , and � are calculated for each

energy cluster. Level 2 takes � 20 �s to make a decision during which time the de-

tector ignores subsequent crossings. This is one source of deadtime, amounting to a

few percent. A larger dead time fraction might be expected given the bunch spacing

of 3.5 �s, but one must remember that the raw event rate is reduced by Level 1.

The dead time calculation from Level 2 must also fold in e�ects of event pile-up from

Level 1. The Level 2 trigger reduces the event rate to approximately 20{30 Hz.

The �nal portion of the multi-level trigger, Level 3, is implemented in software

running on a PC farm. The Level 3 trigger software reconstructs events using a

simpli�ed version of the CDF o�ine code, which is a suite of software packages that

takes raw detector data and reconstructs useful physics objects like jets, electrons,

muons, etc. All events which pass the Level 3 trigger are written to 8 mm tape with

a typical output rate being 3 - 5 Hz for Run IA and 8 Hz for Run IB.
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CHAPTER 4

AN INTRODUCTION TO NEURAL NETWORKS

Each p-p collision is characterized by a number of kinematic and spacial variables

pertaining to the �nal state particles we see in the detector such as the energy of a

�nal state lepton, the opening angle between two jets, the reconstructed mass of a

lepton and a neutrino, etc. The typical method of selecting events for a particular

analysis imposes a requirement on several di�erent event quantities. The speci�c

requirement is determined from some known sample, either a simulated or control data

set. Each requirement is typically independent. These criteria are called rectangular

cuts because the sub-region of the entire phase space of possibilities from which events

are ultimately selected is a well-de�ned multi-dimensional box having orthogonal

boundaries de�ned by the independently-treated variables in the event selection.

Unlike rectangular cuts, there is a class of tools, called multivariate techniques,

that have the virtue of being able to identify classes of events via the correlations

between several variables in multiple dimensions. Such techniques exploit information

from several variables simultaneously, while basic rectangular cuts only incorporate

information from variables one at a time. The use of the correlations between the

variables changes the region from which events are selected from a multi-dimensional

box to some more complicated structure, such as, for example, a region with curved

boundaries. Arti�cial neural networks are one such class of multivariate technique.
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Neural networks are capable of, among other things, using information from a variety

of variables in classi�cation problems where events need to be cast into one of several

bins.

Neural networks are also a form of arti�cial intelligence. A neural network is

capable of classifying events only after presentation of numerous training vectors.

During the presentation of this training set in which the correct classi�cation answer

is known, the functional form of the neural net adapts itself in order to better classify

events. In this way the network learns to classify events, and therefore is related to

tools in the realm of arti�cial intelligence.

The goal in many applications is to exploit information from a variety of variables

simultaneously in an e�ort to identify a particular class of inputs. In principle one

could do this on one's own, scouring through the events in search of a convenient

region of phase space in which one can design a complex cut retaining most of one's

signal class and rejecting as much background as possible. However, this approach

quickly becomes too unwieldy for even a reasonably small number of input parameters.

The neural network, with its ability to learn and adapt itself, is simply a tool that

performs this task in an automatic and eÆcient way.

A comprehensive treatment of neural networks will not be presented here. Good

resources exist that discuss neural networks in general (see for example [45]).

4.1 Neural Network Model

Arti�cial neural networks (NNs) are modeled after biological systems. The hu-

man brain is a biological neural network made of approximately 1011 nerve cells, or

neurons. Each neuron consists of three main parts. The cell body receives an input
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Figure 4.1: Visual aid of McCulloch - Pitts model(a), and schematic of a single node
and its function(b).

from the surrounding cells by means of electric signals (ion ow). These electrical sig-

nals arrive at the cell body via dendrites. If the input signals exceed a threshold value

then an electric discharge takes place. This outgoing message is transmitted via axons

which are connected to the dendrites of other neurons. The �rst mathematical model

of neural communication was developed by McCulloch and Pitts [47] in the 1940s. In

this model, a neuron is seen as a binary threshold unit, and its connections to the

surrounding neurons are represented by real numbers, called weights. Figure 4.1 [56]

contains a drawing of the McCulloch - Pitts model. In this early model, the j � th

neuron performs the following calculation:

nj = �(
X
i

wjini � �j); where �(x) =

�
1; if x � 0;
0; if x < 0:

(4.1)

In this equation, nj is the output of neuron j and represents the state of the neuron:

1 = fired, 0 = not fired. The weight wij represents the strength of the connection

between neuron j and neuron i. The output of neuron i is denoted by ni, which is
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Figure 4.2: The sigmoid hyperbolic tangent function that we employ as our activation
function.

in fact an input for neuron j. Finally, �j is the threshold value for neuron j; the

weighted sum of the inputs must reach or exceed this threshold for the neuron to �re.

Models for NNs have advanced since the early pioneers, but the functional form

of NNs has not changed dramatically. In modern implementations, sigmoid functions

have replaced the step function utilized in Equation 4.1 as the so-called activation

function. Sigmoids are a class of functions that can have a more gradual turn on than

the step function. An example of a sigmoid that is a popular activation function is

the hyperbolic tangent, shown in Figure 4.2.

NN architecture is represented by layers of nodes (the neurons in the biological ex-

ample). An input layer of nodes represents the input information with which the NN

will process events. The values of the N input nodes de�ne an N -dimensional vector,

denoted ~I. In general there is some number of hidden layers of nodes; these layers

are called hidden because they have no direct connection to information outside the

NN. And �nally there is the output layer which provides the event-by-event response
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to the input information. The output layer has as many nodes as is necessary for the

problem at hand; in the case of M output nodes, the output of the NN is denoted

as an M -dimensional vector, denoted ~M . Feed-forward NNs allow information ow

in one direction, from input to output layer; other architectures allow for feedback

loops, but this class of NN is not considered here.

4.2 Neural Network Learning

A NN can be thought of as a non-linear function that maps vectors of an input

class to a user-de�ned target output vector. The NN takes as its input parameters

certain quantities that characterize each class of events. One application of a NN in

experimental particle physics is the classi�cation of p-p collisions. We can consider

di�erent classes of collisions by the di�erent �nal states that are produced. In such

an application, one can use event wide kinematic variables, such as jet ET , 6ET , HT ,

etc., to di�erentiate between di�erent production mechanisms.

One must however have example events of each class to present to the NN for

the purposes of weight adjustment in order to di�erentiate between classes. One

associates a target output vector for each class, which we will de�ne to be ~T .

Initially the weights and thresholds of the NN are random. Target NN output

values for each class of event are supplied by the user, and via iterating over examples

from each class, the form of this non-linear function evolves by minimization of a mean

square error. The presentation of events and error minimization procedure is called

learning ; during the learning phase, the NN is being trained to properly identify each

input class.

Each of the nodes above the input layer performs the sum

Oj = g(
X
i

Wji � Inputi � �j) (4.2)
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where g(x) = tanh(x), Oj is the j-th output node, and Wji and �j are the weights

and threshold input to the node in question.

Each node performs this calculation; the result is then input to the next layer

of nodes, and the process continues to the output layer. At the output layer, the

resulting output vector is then compared to the target vector, and the deviation

between desired and actual response is evaluated. The error measure utilized in the

learning phase can be given by

E =
1

2
j~T � ~Oj2 (4.3)

where ~T and ~O are the target and actual output vectors. This error measure is then

minimized; the weights and thresholds of the NN are updated via:

!t+1 = !t +�!t (4.4)

where

�!t+1 = ��@Et

@!
+ ��!t (4.5)

Here ! represents the complete set of weights and thresholds after update t in the

NN, and E represents the error from Eqn. 4.3.

Two parameters in the above equations are in general unconstrained. � is known

as the learning rate. Large � values indicate that the response of the weights in the NN

during each update is scaled to large values; smaller values indicate a smaller response

in the weights. � is known as the momentum; this parameter allows learning history

information to inuence the present weight update. Again, large � values indicate a
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larger impact on previous updates; smaller � values remove the inuence of previous

weight updates.

Each node above the input layer also has a threshold, �j, associated with it. The

weights and thresholds are the parameters of the NN that are adjusted in the learning

phase when the mapping of input class to output vector is taught to the NN.

The weights and thresholds of a NN are its degrees of freedom. The number of

degrees of freedom in a NN is given by:

NDoF = NH � (NI +NO + 1) +NO (4.6)

where NI , NH , and NO are the number of input, hidden and output nodes of the NN.

In general one needs a training sample containing a number of events which is 20-40

times the number of degrees of freedom of the NN for proper training.

By the iterative presentation of events of known origin, the NN adjusts its form

in an attempt to match the desired output as best it can. An epoch is de�ned as one

complete iteration through all available training events. In general, training proceeds

through several thousands of epochs.

The NN is in general presented with two types of independent training samples:

� the learning sample, a sample of events whose origin are known and are used in

NN training

� the generalization sample, which is a completely independent set of known

events that is used as a monitor of network performance.

Training can be de�ned to be complete in several ways; typically the error distribu-

tion in the generalization sample plateaus after some number of event presentations,

and this point is typically chosen to halt the training. One must take care though to
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avoid over-training a NN. Over-training occurs when the learning process starts to

focus on the speci�c qualities of the learning sample, that are not representative of

the general class of events. Over-training is indicated by a gradual rise in the mean

square error as the number of training event presentations increases.

4.3 Interpretation of Results

It has been shown [49] that under certain circumstances, the values of the output

vector can be interpreted as Bayesian a posteriori probabilities. In order for this

interpretation to be valid

� the learning must be accomplished with the minimization of a mean square

error as described above, or some other similar error measure

� the training data must properly model the physical observable spectrum of

events

� the output target vectors are orthogonal for each input class

The consequence provides a useful tool. Let us use an example relevant for our

purposes. Consider a class of collision events, de�ned by some �nal state of particles.

Let us assume that there are three mechanisms by which this �nal state can be

produced. If one has consistent simulated events from each of the three classes of

events, one can train a three output NN for event classi�cation. The target output

vectors should be (1,0,0), (0,1,0) and (0,0,1) for the three classes of event. After

suÆcient training, the value of each output node should correspond to the probability

that an event belongs to one of the three classes.
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CHAPTER 5

BASELINE EVENT SELECTION

Recall from Section 2.5 that the focus of this search is Higgs production in asso-

ciation with a W� boson in the range 100 GeV=c2<MH<150 GeV=c
2. We choose to

look for events in which the associated W� decays leptonically; this helps reduce the

number of background events in the sample that is ultimately selected.

In the range 100 GeV=c2<MH<150 GeV=c
2 the Higgs decays predominantly to a

b-quark pair. These b quarks produce jets of particles that are detected in the CDF

calorimetry. Large jet production rates necessitate eÆcient discrimination of b jets

from light-quark jet background.

Therefore, the Higgs signature that is the focus of this search includes a highly

energetic electron or muon, a neutrino, and two b jets. This chapter outlines how

events possessing this signature are identi�ed in the CDF Run 1 environment. Sim-

ulation studies were performed to determine the eÆciency of our event selection on

signal events; a discussion of these studies and the expected signal yields is below.

Finally, we outline the expected background contribution.

5.1 Identi�cation of Higgs Signature

Charged leptons from W� decay are critical in identifying WH ! `�bb events.

Electrons and muons can be produced via a variety of mechanisms at the Tevatron,
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including the semileptonic decays of B and C hadrons. Fortunately, the leptons from

W� decay di�er from those produced in the semileptonic decay of B- or C-hadrons.

For instance, the leptonic W� decay products are typically isolated from jet activity.

Also, leptons from W� decay are typically more energetic than leptons from the

decay of hadrons. There are several criteria that exploit these di�erences, and we

demand that candidate events satisfy these criteria in order to be considered in this

analysis. The lepton identi�cation variables are discussed in the following sections.

Jet identi�cation is also discussed below with special emphasis on the identi�cation of

jets coming from b quarks. There are also event topologies that are starkly irrelevant

to this analysis that one can reject with minimal information. These event vetos are

also presented in the following sections.

5.1.1 Electron Identi�cation

Electrons are identi�ed by a track in the CTC and energy deposition in the electro-

magnetic calorimetry. This analysis considers electron candidates only in the central

region j � j<1.0. Electron candidates in the plug region su�er from limited tracking

information, thus increasing the probability of electron mis-identi�cation, or \fake"

electrons. Fiduciality cuts [22] are applied that require that the shower from the

incident electron in the calorimetry is suÆciently far away from wedge boundaries or

other regions of poor energy measurement. The �ducial volume of the CEM covers

approximately 84% of the solid angle in the region j � j<1.0. Electron candidates are

required to be isolated from other energy depositions in the calorimetry. A three-

dimensional reconstructed CTC track is also required to point to the CEM cluster.

This analysis requires that the electron candidate have a CEM cluster with ET>20

GeV ; this high ET threshold assists in rejecting electrons from spurious sources like
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semileptonic hadron decays. A large sample of Run 1 Z ! e+e� events was utilized to

establish the complete criteria for electron identi�cation [22]. The following variables

were investigated in the Z ! e+e� sample and are used in this analysis for electron

identi�cation:

� E=P - the ratio of energy E deposited in the electromagnetic calorimeter to the

track momentum P .

� EHAD=EEM - the ratio of the energy EHAD deposited in the hadronic calorime-

ters to the energy EEM deposited in the electromagnetic calorimeter (within

the electron cluster).

� Lshr - the lateral shower pro�le for electrons, which compares the energy in

adjacent CEM towers to the seed tower for the cluster. Lshr is de�ned as:

Lshr � 0:14
X
i

Eobs
i � Eexp

iq
(0:14

p
E)2 + �2

E
exp
i

(5.1)

where the sum is over the towers adjacent to the seed tower, Eobs
i is the elec-

tromagnetic energy measured in tower i, Eexp
i is the energy expected from test

beam electrons, 0:14
p
E is the CEM energy resolution, and �Eexp

i
is the uncer-

tainty in Eexp
i .

� j�xj and j�zj - the separation between the extrapolated CTC track position

and the CES chamber position in the r� � plane, and r� z plane respectively.

� �2
strip - the �

2 is a goodness-of-�t measurement from the comparison of the CES

shower pro�le in the z direction between the electron candidate and test beam

electrons.

� z-vertex match - the distance along the beam axis between the primary vertex

(interaction point) and the reconstructed track. If there is more than one vertex
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in the event, the distance to the closest vertex is used. The closest vertex is

required to have jzj < 60 cm measured from the z = 0 point.

� Iso - electron isolation, de�ned by Iso = (Econe
T � ET )=ET , where E

cone
T is the

sum of the transverse energies in towers within a cone of R = 0:4 around the

track direction, and ET is the electron cluster transverse energy.

The values for the requirements on each parameter are listed in Table 5.1. Electrons

from W� decay are expected to resemble electrons from Z decay, so the application

of identi�cation criteria from the Z ! e+e� analysis is reasonable here. This iden-

ti�cation criteria was determined in the Z ! e+e� analysis to be '81% eÆcient in

identifying electrons.

Variable Requirement

ET >20 GeV
E=P <1.8

EHAD=EEM <0.05
Lshr <0.2
j�xj <1.5 cm
j�zj <3.0 cm
�2strip <10

z-vertex match <5.0 cm
Iso <0.1

Table 5.1: Electron identi�cation variables used in this analysis; fairly standard for

similar analyses.

It should be noted that photons interacting with the material in the detector

could convert to an e+e� pair, either of which could satisfy our electron selection. A

conversion is indicated by the presence of an oppositely charged track that shares the

same vertex as the candidate electron. These conversion electrons are excluded from
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the selected sample via requirements on the e+e� invariant mass and the location

of the vertex from which the candidate electron originated. This conversion removal

vetos 91% of such events.

5.1.2 Muon Identi�cation

In this analysis, muons are also restricted to the central regions of the detector,

j � j<1.0. Candidate muons are required to have a CTC track matched to at least

one muon stub in the CMU, CMP, or CMX systems (a stub is de�ned to be one �red

muon chamber in one of the subsystems). Cosmic rays are a signi�cant source of fake

muons, as are hadronic showers that escape the calorimetry and are recorded in the

muon system.

The requirement was imposed that each muon candidate have pT>20 GeV=c to

reduce the number of soft leptons from hadronic B and C decays. In the same spirit

as in the determination of the electron identi�cation variables, a Z ! �+�� data

sample was used to determine the muon selection criteria [22].

� EEM , EHAD - the energy deposition in the electromagnetic, and hadronic calorime-

ters, which should be small since muons traverse much of the calorimetry with-

out depositing much energy.

� d0 - the impact parameter. This is de�ned as the distance of closest approach

between the reconstructed CTC muon track and the beam axis in the r � �

plane.

� j�xj - the CTC track-stub separation.

� z-vertex match - de�ned in a similar way as in the case of electrons.
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� Iso - muon isolation. Iso = (Econe
T � Etower

T )=PT , where E
cone
T is the sum of

the transverse energies in towers within a cone of R = 0:4 around the track

direction, Etower
T is the transverse energy measured in the tower associated with

the muon track, and pT is the transverse momentum of the muon track.

The requirements on each of these parameters are listed in Table 5.2. Fiducial

cuts are also placed on the muon candidates; recall from Section 3.2.3 that the dif-

ferent muon subsystems do not have complete coverage in the region j � j<1.0. The

combined muon identi�cation eÆciency was determined to be '93%.

Variable Requirement

pT >20 GeV=c
EEM <2 GeV
EHAD <6 GeV

EEM +EHAD >0.1 GeV
d0 <3 mm

j�xjCMU <2 cm
j�xjCMP <5 cm
j�xjCMX <5 cm

Iso <0.1
z-vertex match <5 cm

Table 5.2: Muon identi�cation variables used in this analysis; fairly standard for

similar analyses.

5.1.3 Neutrinos and Missing Transverse Energy

As discussed in Section 2.5 the presence of neutrinos can be inferred by the energy

imbalance in the detected �nal state particles, the so-called missing ET or 6ET . The

total energy measured in the transverse plane of all �nal state particles should be

zero, assuming that the energy in the transverse planes of the incident beams is zero.

57



A more appropriate quantity to use is momentum, given its vector nature. But since

calorimeters measure energy, for these purposes we consider the energy measurements

to have a direction as well. Note that at high energies, momentum and energy are

equivalent up to a factor of c; for this reason, our employment of energy as a vector

quantity is warranted. The raw 6ET is de�ned by

6Eraw
T +

alltowersX
Eraw
T = 0 (5.2)

The sum is over all towers within j � j<3.6. The raw 6ET is corrected in the case

that the primary lepton in the event is a muon. This is necessary because the energy

deposition of the muon in the calorimeter is not indicative of the energy it carries o�.

In this case, the pT of the muon is added component-wise to the raw ET quantity,

the muon's contribution to the CEM energy is removed and the resulting quantity

de�nes the corrected 6ET . Electron events have no need for such a correction, and so

their �nal 6ET is equivalent to 6Eraw
T .

5.1.4 Jet Identi�cation

Recall from the discussion in Section 2.5 that jets are sprays of particles from the

hadronization of the quarks created in the p-p collisions that are the focus of this

analysis. Jets will deposit most of their energy in a cluster of calorimetry towers.

Cluster identi�cation is an iterative process that starts from a seed tower possessing

at least 3 GeV of transverse energy. Adjacent towers with ET>1 GeV are added

to the cluster; after each tower is included in the sum, the centroid of the cluster is

re-calculated, weighting the di�erent towers according to their energy. Only towers
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within a cone of radius R = 0:4 are included in the calculation of the raw jet energy,

Eraw
T . We demand that these jets have ET>15 GeV and j � j<2.0.

The process WH ! `�bb contains at least two jets. We therefore require our

selected events to have exactly two jets. These two jets may overlap such that they

manifest themselves in the CDF detector as a single cluster; gluon radiation from

the initial or �nal state partons may add additional jets. So although our signal

events are not guaranteed to possess exactly two jets, one can reject a signi�cant

amount of background events if one restricts the search to events with only this jet

multiplicity. For example, tt events are expected to have more �nal state hadrons

than WH production; thus restricting the analysis to the 2 jet bin removes much of

the tt background from consideration.

The jets from Higgs decay originate from b quarks. One of the major background

sources in this analysis comes from W� boson production in the presence of light

quark jets; therefore it is imperative to be able to di�erentiate b jets from light quark

jets. This is accomplished by identifying secondary vertices in the SVX (discussed

in Section 3.2.1). Recall that the long lifetime of the b quark leads to a macroscopic

B-hadron decay length. These decay lengths depend on the speci�c hadron but in

general are in the range c� � 5mm. The process of identifying secondary decay

vertices is one form of b-tagging, a crucial tool in Tevatron searches.

In order to identify secondary vertices, one must �rst identify the primary event

vertex. This is accomplished via a weighted �t of the z position from the VTX (see

Section 3.2.1) and the SVX tracks in the event that are not consistent with originating

from a secondary vertex. If multiple primary interactions exist in an event, then the

primary vertex is de�ned to be the one with largest amount of track pT associated

with it.
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Figure 5.1: Diagram of the production of a secondary vertex from b quark production.

Jets are considered for b-tagging if they possess a raw ET>15 GeV , are within

j � j<2.0 and have at least two matching pT>2.0 GeV=c SVX tracks. The matching

criteria for SVX tracks requires that the opening angle between the jet and track is

less than 35Æ. The SVX tracks are further required to have an impact parameter

signi�cance, jdj=�d � 3, where �d is the uncertainty on the impact parameter, d. A

�t is performed in the x-y plane for the secondary vertex; the result is the signed

decay length in the transverse plane, Lxy, between the primary and secondary vertex

(shown in Figure 5.1). The sign of Lxy is positive (negative) if the secondary vertex

and its associated jet are in the same (opposite) hemisphere. A jet is b-tagged if

jLxyj=�Lxy � 3:0 and Lxy > 0. In the jargon of CDF, this b-tagging algorithm is

called SECVTX. We demand at least one of the 2 jets in our selected events to

possess a SECVTX tag.

It should be noted that the per-jet tagging eÆciency was measured in Run 1

in a sample enriched with b decays. The SECVTX algorithm described above was

determined to be 37% eÆcient at identifying jets from b decays [38]. One should
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Electron cuts Muon cuts

ET > 10 GeV PT > 10 GeV=c

HAD=EM < 0:12 If associated with a stub If no stub

E=P < 2:0 (if in CEM) EM < 5 GeV , HAD < 10 GeV EM < 2 GeV , HAD < 6 GeV

Iso < 0:2 j�xjCMU; CMP; or CMX < 5 cm j�j < 1:1

Iso < 0:1 Iso < 0:2

Table 5.3: Requirements for second lepton that qualify events for Z boson removal.

also be cautioned that, as with any identi�cation algorithm, b-tagging is subject to

spurious sources of secondary vertices not due to b-quarks. These sources include c,

� , and long-lived hadrons, such as K0
s and �.

5.1.5 Topology Vetos

There are classes of physics events that are clearly not relevant to this analysis.

Some event topologies are clearly di�erent; it is a straightforward exercise to eliminate

these events from our selected sample. For example, events consistent with the decays

Z ! e+e� and Z ! �+�� should not be considered part of our signal sample. We

remove these Z events by identifying a primary lepton as described above; the event is

further required to have a secondary lepton passing the cuts outlined in Table 5.3 [56].

Such events are excluded if the invariant mass of the lepton pair is around the Z mass:

75 <M``<105 GeV=c
2.

A signi�cant background source in this WH search is tt production. One de-

cay channel available in tt production has both the W� from each t-quark decaying

leptonically, the so-called dilepton mode. These events have two oppositely-charged

electrons or muons, and because of these distinct decay products, such events can be

easily removed. Rejection of these events is accomplished in two parts:
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� events are rejected if they possess two oppositely-charged pT>20 GeV=c leptons,

6ET>25 GeV and at least two ET>20 GeV jets

� events are rejected if they possess an isolated, pT>15 GeV=c track with charge

opposite the primary lepton.

5.1.6 Summary

The event selection chosen for this analysis attempts to isolate the `�bb channel.

Events are required to:

� have at least one ET (pT ) > 20 GeV central electron (muon)

� have 6ET > 20 GeV

� pass Z boson removal

� survive dilepton tt removal

� have exactly two ET > 15 GeV , j � j < 2.0 jets

� have one or more SECVTX tags among the two required jets

The lepton and 6ET requirements attempt to isolate the W� decay. Events are

also required to have satis�ed the high pT lepton trigger and have a z vertex within

60 cm of the center of the detector.

The above selection removes a good deal of background processes. However

formidable amounts remain, mostly from W + b�b and W + c�c production, W+jj

production with a fake secondary vertex tag, tt, single top production, and diboson

production.
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5.2 Expected Event Yields

Given the selection criteria that are utilized to identify the `�bb �nal state, one

must now understand the expected event yields from signal and background in the

Run 1 data set. We use Monte Carlo simulations to predict the yields for signal;

the background prediction is taken directly from another analysis. Each of these

prediction is discussed below.

5.2.1 Monte Carlo Simulations

An invaluable tool in performing searches of this type are Monte Carlo event simu-

lations. These programs provide experimenters with a potentially unlimited simulated

data set, with which one can study and optimize event selection criteria and determine

the expected yield of signal and background events. QCD and Electroweak theory

are used to simulate p-p interactions and the decays of the particles produced in the

hard scatter. In a typical event, one has access to each particle's identity, mass, four-

momentum, vertex position, and a list of parent and daughter particles. Complicated

p-p events, like those from WH production and its backgrounds, typically contain

a few hundred particles, many of which survive the showering process into the �nal

state.

Because of the complicated nature of the QCD theory, Monte Carlo simulations

are typically valid only to leading order; higher order contributions to processes have

been included in some recent Monte Carlo event generators, but these have not been

utilized here. B-hadron decays in this analysis are simulated using the QQ Monte

Carlo package developed by the CLEO collaboration [29]. Other particle decays are

determined by the branching fractions reported by the Particle Data Group [31].
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Two Monte Carlo event generators are employed in this analysis. Pythia v6.129a

[36] is a leading order Monte Carlo event generator and was used to model the signal

processWH! `�bb for six hypotheticalMH values in the range 100GeV=c2<MH<150

GeV=c2. Recall from Figure 2.5 that in WH production, two incident quarks anni-

hilate to form an o�-shell W� boson. These two quarks could be valence quark

constituents of the proton and anti-proton (consider a u - d interaction). It is also

possible for gluons and quarks from the \parton sea" within each proton to interact.

The probability distributions of partons within the proton are not known exactly;

in the Pythia samples, the GRV-94L parton distribution functions are utilized [37].

Pythia is also a useful generator because switches are provided with which one can

turn on/o� gluon radiation. The radiation of gluons o� of initial and �nal state par-

tons is not well understood, so the opportunity to switch this e�ect on and o� allows

one to gauge the e�ect of the particular radiation model employed. Pythia was used

to model several of the background sources in addition to modeling our signal WH

events.

ALPGEN [50], another leading order generator was used for the remaining back-

ground processes. ALPGEN calculates the hard interaction, i.e. the scattering of

the incoming partons to the subsequent leptons and quarks; the output of this step

is then interfaced to another Monte Carlo program, such as Herwig [51], where the

leptons and quarks from the hard scatter are subjected to parton showering. The

background samples generated with ALPGEN utilized the CTEQ5L [64] parton dis-

tribution functions. Although one has the capability to do so within ALPGEN, no

minimum pT , maximum j � j, or minimum �R requirements were placed on the out-

going partons in any of the samples generated with this program. ALPGEN also has

the option of adjusting the Q2 scale to which the hard scatter probes; the samples
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used in this analysis had the Q2 scale set to Q2 = M2
V +
P
(pjetT )2, where V = W;Z

depending on the process desired.

This simulated particle data can then be input into a CDF detector simulation,

called QFL [30]. This sophisticated detector simulation models the response of the

CDF detector to the �nal state particles provided by the Monte Carlo event gener-

ators. The simulation approximates the tracking, b-tagging, calorimetry, and muon

detection in the Run 1 CDF detector. The detector simulation is tuned according the

response in electron test beam studies and actual p-p collision data.

5.2.2 Signal Acceptance

The WH event detection eÆciency is calculated as follows:

"WH � "WH
sel � "tagging � "zprim � "trig � "lepID (5.3)

where

"
WH
sel

� the kinematic event selection eÆciency

"tagging � the eÆciency of requiring events to pass the tagging requirements

"zprim � the eÆciency of the cut jzprimj < 60cm

"trig � the high pT lepton trigger eÆciency

and

"lepID � the eÆciency of lepton ID cuts.

The tag eÆciency, "tagging, is kept separate for clarity. Each of these factors is

discussed below.

Kinematic Event Selection EÆciency for WH

Samples of 100k WH events were generated with Pythia in the mass range 100

GeV=c2� MH � 150 GeV=c2. The series of cuts was applied to the events in order
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to construct a sample ful�lling the kinematic requirements of the selection. The

eÆciency of the event selection was measured by counting the fraction of events

passing each successive cut.

The kinematic event selection eÆciency, "WH
sel , is de�ned this way:

"WH
sel �

Y
i

"i (5.4)

where the "i are de�ned by:

"geom � the fraction of events with at least one electron or muon with pT > 15

GeV=c and j � j< 2.0 in the event record

"match � the fraction of events in which one of the high pT leptons matches to an

electron or muon candidate (NB: \match" is de�ned as cos(�opening) > 0:999)

"ETpT � the fraction of events in which the matched electron (muon) candidate has

ET (pT ) >20 GeV (GeV=c)

"fid � the fraction of events in which the matched candidate is within the �ducial

bounds of the Run 1 CDF detector

"Isol � the fraction of events in which the matched candidate has Isol < 0.1

"MET � the fraction of events with 6ET > 20 GeV

"ZV � the fraction of events which pass Z boson removal

"DV � the fraction of events which pass the dilepton veto

and

"2jet � the fraction of events in the 2 jet exclusive bin (see above for jet de�nition)

Each of the listed eÆciencies is conditional upon the previous one. This sequential

procedure was chosen because it is a good measure of the fraction ofWH events with

real high pT leptons from W� decay.
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Table 5.4 shows the value for each of these conditional eÆciencies and the overall

selection eÆciency, "WH
sel , for various Higgs masses. The errors on each of the con-

tributing eÆciencies are from Monte Carlo statistics only. Systematic e�ects on the

selection eÆciency are discussed in Chapter 7.

One might remark that the match eÆciency, "match , for these events is lower than

expected, since the events are guaranteed to possess a high pT lepton with j � j< 2.0

by virtue of passing the previous geometrical cut. The ineÆciency incurred with this

cut is mostly due to muons: from MC, "ematch = 0:956 and "�match = 0:552 . This muon

ineÆciency is due to the lack of muon detector coverage in the range j � j> 1.1. Plug

electrons are removed later in the path, when �duciality cuts are applied. Again from

the MC electron and muon samples, "efid = 0:623 and "�fid = 0:831 .

The prior-to-tagging selection eÆciency for WH events is 4-5.5% , depending on

Higgs mass. For comparison, the tt selection eÆciency measured in a similar way [33]

was determined to be 10-12% . The main di�erence in WH events is that there is

only one W� present that has the opportunity to decay leptonically and satisfy our

lepton selection requirements. One should also note that in the Run 1 tt search, the

analysis focused on the � 3 jet bin, a cut which is slightly more eÆcient for tt events

than our 2 jet requirement is for WH.
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Tagging EÆciency for WH

At least one SECVTX-tagged high-ET central jet is demanded among the two

required jets in each event. The tag eÆciency forWH events for this tagging scenario

is listed in Table 5.5 as a function of Higgs mass. The systematic error associated

with these tagging algorithms was estimated in previous Run 1 lepton+jets analyses

to be a � 10% e�ect on the tag eÆciency. We merely list the tag values and their

systematic uncertainties in Table 5.5.

Also included in Table 5.5 are the values for the tag eÆciency scale factor. Tagging

scale factors attempt to reconcile the tag eÆciency in the MC with that in the data.

This scale factor was determined by examining the tag eÆciency in MC tt events and

scaling the eÆciency to match the accepted value. A 10% uncertainty is inherent in

the scale factor. We see though that the e�ect of this scale factor is only 6-8% in

signal (compare to Run 1 tt tagging scale-up of 25% ).

One can see that the tag eÆciency is in the range 10-40% . The tagging eÆciency

decreases as MH increases; the most signi�cant factor inuencing this e�ect is the

steep decrease in the branching ratio of H!b�b for MH > 130 GeV=c2.

Other Factors in WH Acceptance

The three factors "zprim, "trig and "lepID are taken directly from previous studies.

The eÆciency "zprim measures the e�ect of the requirement that the z coordinate of

the primary event vertex be within 60 cm of the nominal interaction point. This eÆ-

ciency was measured using W ! �� data passing the standard lepton+jets selection

criteria (prior to tagging) [33]; unlike the selection criteria for this search, that analy-

sis considers the � 3 jet bin, and this e�ect is incorporated in the systematic error. All

other selection criteria are the same. This eÆciency was found to be "zprim = 0.949
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� 0.023; the error is systematic and arises mostly from varying the jet multiplicity in

the selection of the W ! �� events [33].

Recall that the lepton identi�cation criteria had their own eÆciencies. These

values need to be factored in when considering how many signal events are predicted

to appear in the Run 1 data sample. With proper normalization of the contributions

from the di�erent subsystems in which the electrons and muons are recorded, the

overall lepton identi�cation eÆciency is '90%.

The high-pT lepton trigger eÆciency "trig was also measured. The same Z ! e+e�

and Z ! �+�� samples utilized in determining the lepton identi�cation criteria were

used to measure the high pT lepton trigger eÆciency. Again, taking into account the

di�erent subsystems in which electrons and muons manifest themselves, the trigger

was found to be '85% eÆcient [40].

WH Acceptance Summary

Table 5.6 contains a summary of all the factors contributing to the overall detection

eÆciency ofWH events as a function of Higgs mass as determined in our Pythia Monte

Carlo samples. With this overall eÆciency, and given the theoretical production cross

section and total Run 1 integrated luminosity, one can calculate the number of WH

events one expects to record in the Run 1 data set (Table 5.6, bottom line). Cross

section numbers were provided by Hao and Willenbrock [42]. One can see that the

expected number of Run 1 WH events is small.

Table 5.6 does not contain a complete list of uncertainties for all values. The

impact of systematic errors was studied after advanced selection (described in Chap-

ter 6.) was applied and is discussed in Chapter 7.
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5.2.3 Backgrounds to WH ! `�bb

The channel WH ! `�bb has several prominent background processes that share

the same �nal state. These backgrounds include tt and single top production (W�

and W -gluon), channels that were the focus of several analyses in Run 1 and will of

course continue to be of signi�cant interest in the future. However in a WH search

these processes are among the background.

A more signi�cant type of background than these top-related channels comes from

processes in which a leptonically decaying vector boson is accompanied by jet activity.

These jets can come from gluon radiation from initial state quarks, or can arise from

initial state gluons within the p or p that split to quarks. Real heavy-avor jets

can be produced in such cases, and in these instances the tag requirement is readily

satis�ed. One can also accidentally tag light quark jets, so one must also be sensitive

to processes in which the accompanying jet is not necessarily from heavy avor. We

refer to these types of events as V+jets, where V=W� or Z.

Smaller contributions come from other sources. Diboson processes (mostly WZ,

but also WW and ZZ) yield �nal states with leptons and jets; 6 ET can appear

naturally via W� decay, as in the case of WZ and WW , but one must also take care

to consider spurious 6ET sources in ZZ events. The process Z ! �� must also be

considered, since a hadronically decaying tau can satisfy our jet requirement and a

leptonically decaying tau can satisfy the W� selection.

The �nal state in tt production has the decay products of a second W� boson;

by restricting ourselves to the 2 jet bin and vetoing events that pass the tt dilepton

criteria, we exploit this distinguishing feature of tt production in an attempt to reject

as much of this background as possible. However, single top, W + b�b (a prominent

V+jets channel) and WZ share the exact same �nal state (`�bb ) some fraction of the
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time. There is no such distinguishing feature that we can easily use to eliminate the

majority of these events. It will be the task of the NN to identify our signal events

amidst these identical backgrounds.

These channels were the focus of much study in the context of the Run 1 CDF

tt search. Much work was done to accurately predict the number of expected events

from all these channels in the Run 1 data. By employing an equivalent event selection

to previous analyses, we can incorporate the expected background yields directly.

Table 5.7 has the expectations for each type of background [38].

Source Nexp

tt 5.4

W -gluon 1.5
W� 1.0

W�+mistags 3.80

non-W 1.49

WZ 1.20

ZZ 0.16

WW 0.02

W + c 3.94

W + c�c 3.60

W + b�b 9.86

Z ! �� 0.70

Z + c�c 0.10
Z + b�b 0.54

Total 33.31

Table 5.7: Summary of background expectations for the process WH ! `�bb in

110pb�1 of Run 1 CDF data.
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5.3 Summary

The baseline event selection chosen and tagging requirements corresponds to a

WH event detection eÆciency on the order of 0.5-1.1% . For a variety of SM Higgs

masses, less than one WH event is expected to meet all the baseline selection criteria

in the Run 1 data. By virtue of using the same baseline selection, predictions for

the background channels were then taken directly from other analyses. It is evident

from Table 5.8 that tt and W+HF events will dominate the selected dataset. The

sensitivity with this basic selection for MH=120 GeV=c
2 is 1/30.

WH (MH = 120) tt SingleTop Diboson V +QCD

Nexp 0.19 5.4 2.5 1.38 24.06

Table 5.8: Summary of all background expectations and one representative signal scenario.
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CHAPTER 6

ADVANCED EVENT SELECTION

Given the expected background contributions listed in Table 5.8 from the baseline

selection criteria, it is clear that, if the WH production cross section is anything close

to the prediction from theory, background events will overwhelm any signal. We seek

now to increase our signal sensitivity by applying an advanced event selection. This

advanced selection utilizes a neural network to help identify events consistent with

signal while rejecting as much background as possible.

After selecting events with the network, we perform a counting experiment in

windowed values of the reconstructed invariant mass of the 2 jets in the selected

events. The di-jet system in signal events are daughters from Higgs decay; thus one

expects the di-jet mass to be sensitive to the mass of the parent Higgs, MH . This

variable potentially has much information that can be used to better identify Higgs

events and measure the mass of the resonance. More sophisticated techniques of

exploiting this highly discriminating variable can be considered, such as a shape �t

that returns a likelihood distribution for the number of signal events in a selected

data sample. However, given the small statistics of the Run 1 data sample (recall

that for the hypothesis MH=120 GeV=c
2 we only expect 0.2 events prior to advanced

selection) we chose in this analysis to forego more complex techniques for extracting

a limit on the signal production rate.
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Recall that we are performing a search for the Higgs at six di�erentMH hypotheses

in the range 100 GeV=c2<MH<150GeV=c
2. As will become evident, searches for each

of these hypotheses is really a slightly di�erent analysis. In the following sections

we outline the advanced selection employed in this analysis for just one of the MH

hypotheses, MH = 120 GeV=c2. The extension to other mass values will be discussed

in Section 7.5.

6.1 The NN Implementation

In this section we �rst describe the NN that is utilized in this analysis. This

network was determined after a series of studies that considered many of the options

one has when constructing a NN for such tasks. For instance,

� a spectrum of possible NN inputs was investigated.

� the number of background classes was varied and studied.

� the e�ect of the choice of the number of hidden nodes was considered.

� the e�ect of tuning several learning algorithm parameters was also studied.

By �rst describing the network that is utilized in this analysis, the impacts of

the e�ects described above can more easily be put into context. The chosen NN

implementation was determined using the a priori 95% CL limit on WH production

achievable from simulation studies as the �gure-of-merit, which we seek to minimize.

The method for calculation of the a priori limit will be discussed in Chapter 7. The

various optimization studies are described in Section 6.3 and can be skipped without

loss of understanding.

In this analysis, the JETNET [46] software package was used for construction of

the NN. JETNET was written speci�cally for physics applications, but it is general
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enough to handle any type of classi�cation problem. JETNET was chosen because

of its wide use in the physics community. Available within JETNET are numerous

tunable parameters the user has access to during optimization studies. An interface

for JETNET to the ROOT analysis environment was also written and employed [48].

6.1.1 Training Samples

Before engaging in a description of the optimized network, a brief description of

the training samples utilized in this analysis is warranted. As discussed in Chapter 4

the class of NN being utilized here is implemented in software. The training of the

NN relies on simulated signal and background data samples that can be presented

to the NN; the weights and thresholds of the NN are then adjusted as each simu-

lated data sample is presented. For these purposes, Monte Carlo samples of each

class of events were constructed using two di�erent generators. Pythia v6.129a [36]

was used for WH, tt, single top, diboson, W�+mistagged jets and Z ! �� . The

signal WH samples were also used to determine our signal acceptance as described

in Chapter 5.2.2. ALPGEN [50] was used to generate W + b�b, W + c�c, W + c, Z + b�b

and Z + c�c.

The non-W background is particularly diÆcult to model. These events are mostly

QCDmulti-jet production in which the high-pT lepton requirement is satis�ed by some

hadron decay; this fake lepton along with a spurious 6ET source fake the presence of

a W� boson. No generator eÆciently produces these events; thus we have no shape

information on this class of events. We choose here to model non-W events with

distributions fromW +b�b MC as an approximation. One should keep in mind though

that this background contributes less than 5% to the total background expectation

prior to advanced selection.
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6.1.2 The Chosen Network

The NN chosen for this analysis exploits information from eight event-level vari-

ables; the network then has eight input nodes. A single hidden layer with 12 hidden

nodes was utilized, along with �ve output nodes. These �ve output nodes correspond

to the �ve classes of events listed in Table 6.1. The 14 types of background pro-

cesses were sorted into four classes; along with signal our problem is de�ned then as

classifying events into �ve categories.

For the purposes of training, Monte Carlo data samples were constructed for each

of the �ve classes of events. Each sample contained 4100 events, and each background

contribution was normalized appropriately in relation to its fellow class members. Ac-

cording to Table 5.7 the largest background sources come from W� bosons produced

in association with jets, and tt production. These types of backgrounds were grouped

into separate classes to exploit inherent topological di�erences between the types of

events.

Class 1 Class 2 Class 3 Class 4 Class 5

W + b�b WZ,
Type W + c�c Single top WW ,ZZ,

of Events WH tt W + c (W -gluon Z + b�b,
(MH=120GeV=c

2) W�+mistags and W�) Z + c�c,
non-W Z ! ��

Target (1,0,0,0,0) (0,1,0,0,0) (0,0,1,0,0) (0,0,0,1,0) (0,0,0,0,1)

Table 6.1: Five classes of events considered in this analysis. 14 types of background

were separated into 4 classes.
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The eight variables used as inputs to the NN were chosen from a superset of

distributions that had some discriminating ability in 1D. The eight inputs are:

� 6ET , which we expect to be larger in events in which the parent W� boson has

more energy (such as a tt event)

� scalar HT , the scalar sum of the pT of the primary lepton, ET of each jet and

6ET , which again we would expect to be larger in the case of tt production due

to the decay of the two heavy top quarks

� PEExtra
T = Ej1

T + Ej2
T + E`

T - 6ET , a measure of the unclustered energy in each

event, which we expect to be larger for tt events

� M`�j1, the invariant mass of the lepton, reconstructed neutrino and highest ET

jet; we expect this variable to peak at mt for single-top production

� (Ej1
T - Ej2

T ), the di�erence in ET between the two jets in the event, which we

expect to be smaller for W + b�b production

� Mj1j2Obj3, the mass of the j1 - j2 - Obj3 system. The third object in these events

| if one exists | is a ET > 8 GeV , j � j< 5:0 cluster that fails our ET or �

requirement.

� M`�j1j2 , the invariant mass of the lepton, reconstructed neutrino and di-jet

system, which we expect to be more isotropic in tt events.

� pj1j2T , vector sum pT of the j1 - j2 system, which we again expect to be isotropic

in tt events.

These eight distributions are shown in Figures 6.1- 6.8.
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Figure 6.1: NN input variable 6ET for each of the �ve classes of events.
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Figure 6.2: NN input variable scalar HT for each of the �ve classes of events.
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Figure 6.5: NN input variable M`�j1 for each of the �ve classes of events.

84



2j1lvj
M

0 100 200 300 400 500 600 700 800

F
ra

ct
io

n 
of

 E
ve

nt
s

0

0.02

0.04

0.06

0.08

0.1

0.12
=120HWH, M

ttbar

W+QCD

Single Top

Diboson
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Figure 6.9: Node 1 output distributions for each of the �ve classes of events.

The network was trained for 10000 epochs; recall from Chapter 4 that an epoch

is de�ned as the complete presentation of all available training vectors (events) for

the purposes of weight updating. There were � 4100 MC events in each of the

MC training samples for the �ve classes of events. During training, the weights of

the network were updated after every 100 presentations; the frequency of update is

a tunable parameter, and the e�ect of adjusting this frequency was studied and is

discussed later in Section 6.3.4. This means that over 10k epochs, the weights and

thresholds of the NN were updated more than 2 million times.

The target output vectors for each class need to be supplied by the user. The

target output vector for each class chosen for this analysis form the basis vectors for

a 5D cube. For example, the target for Class 1 (WH events) was (1,0,0,0,0), the

target for Class 2 (tt) was (0,1,0,0,0), etc.
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Figure 6.10: Nodes 2{5 output distributions for each of the �ve classes of events.
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Figure 6.11: The sum of the NN output values for each of the �ve input classes.
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The distributions for the �ve outputs is shown in Figure 6.9-6.10. We see that

none of the classes produce a NN output value close to its target. It should be noted

that although the NN output distributions for WH events do not match their target

output (1,0,0,0,0), this is not indicative of poor training or a \broken" NN. In a

perfect world in which each class of events is completely distinct, we would expect

the NN output vector for events from each class to match its target value. However in

reality, there is signi�cant overlap between the samples. The NN output distributions

merely indicate that there is no region in the 8D input phase space that is populated

solely by signal events. What is critical, though, is that there is some separation in

the NN output distributions, especially the distribution for NN output 1, the output

node associated with signal events.

Recall one of the motivations for using a multiple-output neural network is that

the values of each output node can be interpreted as Bayesian a posteriori class

probabilities. We can check the validity of this claim by plotting the sum of the NN

outputs for each input class. If these values can truly be interpreted as probabilities,

then the sum for each sample should be 1. We see from Figure 6.11 that indeed the

sum distribution is approximately centered on 1 for each input class with an RMS of

10% .

One can now use these NN output distributions and apply a �nal selection cut.

A simple cut in the NN output distribution for output 1 was considered �rst, but an

alternative technique proved to be more powerful. Recall that the NN output targets

de�ne a 5D cube. We consider the 1D distance (d) for events from each sample to the

vertex of this cube that was the target for signal events, (1,0,0,0,0). This distance d

is given by
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d =
p
(node1 � 1)2 + (node2 � 0)2 + (node3 � 0)2 + (node4 � 0)2 + (node5 � 0)2

(6.1)

The distribution of d for each sample from the signal vertex is plotted in Figure 6.12.

It is clear that this distribution for signal peaks at values less than 1.0, while for

background the distribution has larger values. Thus one would expect a cut around

dthresh '1.0 to be optimal for retaining signal while rejecting background. Figure 6.13

shows the a priori limit achieved when implementing this NN selection as a function

of dthresh. In accordance with what was expected from our visual inspection of the

1D distance distributions, the optimal cut location is at dthresh =0.95. Events with

d < dthresh = 0.95 were retained. In designing this cut, one is just constructing a 5D

sphere with radius dthresh centered on the signal target (1,0,0,0,0) in the NN output

space and measuring the eÆciency for retaining events that lie within. For this reason

we refer to the technique as the \hypersphere" cut.

6.2 Exploitation of the Mj1j2 Distribution

It should be noted here that, in selecting input variables, attempts were made

to avoid using variables that sculpted the Mj1j2 distribution of the selected sample1.

Figure 6.14(a) contains the Mj1j2 distribution for events priori to the NN selection;

Figure 6.14(b) contains the distribution for the post-NN-selection sample. In both

Figure 6.14(a) and (b), the signal-only distribution is magni�ed by a factor of 10; in

1In WH events the Mj1j2 distribution will peak near the hypothetical MH being considered. In
this advanced selection, we are selecting events that are most consistent with WH . Therefore if we
make that decision based on E

j1
T , Ej2

T , and their separation, �R(j1; j2), then by de�nition we will
be selecting events with similar Mj1j2 distribution as WH , i.e., sculpting the Mj1j2 distribution.
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Figure 6.12: The scalar distances in the 5D output space of the events from each
of the �ve input classes to the target vertex associated with signal. Note that the
maximum distance between events is equivalent to the diagonal length of the face of
the unit cube; in any dimensionality this value is

p
2 ' 1:4.

the S+B distributions, however, the signal contribution is normalized properly to its

Run 1 expectation. One can see very little evidence for any MH mass bump in the

S+B Mj1j2 distribution.

Ideally, one would examine the Mj1j2 distribution for the events passing the ad-

vanced selection criteria and perform a likelihood �t that yields the contribution from

signal. However, due to the small statistics of the Run 1 data sample, it was not clear

that performing a �t for the signal contribution would have any bene�t over more

crude signal extraction methods. In lieu of �tting for the signal contribution in the

93



Threshd
0.6 0.8 1 1.2 1.4

(W
H

) 
lim

it 
(p

b
)

σ
A

 p
ri
o

ri
 

6

8

10

12

14

16

18

20

22

24

Hypersphere Cut Optimization

Figure 6.13: The a priori limit as a function of hypersphere radius for �nal advanced
selection.

�nal selected sample, in this analysis a counting experiment was performed in a win-

dow of Mj1j2. The requirement 80 GeV=c
2 < Mj1j2 < 150 GeV=c2 provided the �nal

step in our advanced event selection for the hypothesis MH=120 GeV=c
2. Table 6.2

contains the eÆciencies for each input class of events for both advanced selection cri-

teria, the \hypershpere" NN cut and di-jet mass window requirement. From Table 6.2

one can calculate that with this advanced selection, the S=
p
B increased from 1/30

to 1/22 for MH = 120 GeV=c2.

Note that only the results of the advanced selection in simulation studies for

scenarioMH = 120 GeV=c2 has been presented thus far. The extension of the analysis

to other MH values will be discussed in Section 7.5.
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Figure 6.14: The Mj1j2 distribution for WH signal (x10) and summed backgrounds
before (a) and after (b) the NN cut.

6.3 Tests of Choices

With the above expected yields for background and signal withMH= 120 GeV=c2,

one can calculate the a priori limit on WH production cross section, the method for

which will be discussed in Chapter 7. The a priori limit was determined to be 8.4 pb

for MH= 120 GeV=c2.

Each tunable choice in the advanced selection was studied independently. While

studying the e�ect of one variable, choices had to be made regarding the other unre-

lated parameters. Consequently one could argue that the results of these studies are

dependent on the settings chosen for these other parameters. An exhaustive study

would be ideal, in which one tuned all variables in all combinations; but given that

there are several tunable parameters with an unlimited number of possible settings,

such an exhaustive study is intractable. Here we attempt to understand the impact
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Class 1 Class 2 Class 3 Class 4 Class 5

Type of Events W + b�b WZ,
W + c�c Single top WW ,ZZ,

WH tt W + c (W -gluon Z + b�b,
(MH=120GeV=c

2) W�+mistags and W�) Z + c�c,
non-W Z ! ��

Prior Nexp 0.19 5.4 22.69 2.5 2.72

�hyp 0.886 0.451 0.661 0.630 0.740

�Mjj
0.881 0.552 0.483 0.563 0.593

�AdvSel 0.781 0.249 0.319 0.355 0.439

Post Nexp 0.15 1.3 7.2 0.89 1.2

Table 6.2: Expectations before and after advanced selection for each of the �ve classes

of events. Cut: d < dthresh = 0.95. Note that �AdvSel = �hyp � �Mjj
.

of each of these choices the best we can, while acknowledging the neglect of myriad

other possibilities.

6.3.1 Determining NOutput

We have 14 types of background processes in addition to our signal, which implies

we are dealing with a 15 class problem. In Chapter 4 it was noted that a N-class

problem motivates a NN with N output nodes. Clearly then a 15-output NN is called

for here. However, such a NN is somewhat complex.

In general, the number of degrees of freedom in a 3-layer NN is given by:

NDoF = NH � (NI +NO + 1) +NO (6.2)

where NI ,NH , and NO are the number of input, hidden and output nodes of the NN.

The number of degrees of freedom is just the total number of weights and thresholds

(wji and �j in Eqn.4.2) for the entire network. For adequate NN training, it is

recommended that one have training samples for each input class that contain a

number of events at least 10 times the number of degrees of freedom for the net [52];
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we seek to have 20 times the number of degrees of freedom in order to be con�dent

the weights and thresholds of our network are well-constrained during the learning

phase. A 15-output NN increases the required number of MC events for adequate

learning signi�cantly; it is therefore in our interest to reduce our 15-class problem to

something more manageable. To this end, the 14 types of backgrounds were searched

for subsets that shared common distribution shapes.

Because of their unique topologies, four of the background channels | tt, W +

b�b, single top and WZ | were chosen as good candidates for baseline background

categories. Each of these four background channels produces the `�bb �nal state in a

completely di�erent way, and so it is natural to base the learning of the network on

these four classes. From Table 5.7 it also clear that tt and W + b�b are two of the most

prominent background sources; it is therefore reasonable to at the very least separate

these two channels into di�erent classes.

The two single top production mechanisms were the focus of several Run 1 searches

[62], [54]. These analyses looked for single top without regard to identifying each indi-

vidual production mechanism. This is warranted because the kinematic distributions

for the two single-top mechanisms are very similar. It is reasonable to adopt the same

convention here and combine these two single top sources.

The distributions of the remaining background processes were scanned and com-

pared to the four baseline categories. By inspection it was determined thatW�+mis-

tags, W + c�c and W + c events could be grouped together with W + b�b . Herein we

will refer to this input class generically as \W�+jets". We also choose to include

the non-W background with this W�+jets class, modeling the shape of these events

with W + b�b events. WW and ZZ events were naturally paired with the major di-

boson process WZ . Because of their small size, the remaining backgrounds (Z + b�b,
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Z + c�c, Z ! ��) are grouped also with WZ . This class of events will be somewhat

inappropriately referred to as \diboson".

Our 15 class problem was thus reduced to 5 classes (Table 6.1). This �ve class

problem motivates a 5-output NN; the NN output target values for each of the �ve

classes of events is also listed in Table 6.1. The requirements for training such a NN

{ given a reasonable number of input and hidden nodes { do not exceed the amount

of MC events we have in hand, so we are satis�ed with this reduction in complexity.

Other implementations were tested that had fewer number of background classes,

and therefore a smaller number of output nodes. It was shown [60] that the perfor-

mance of the NN was insensitive to the number of output nodes; an implementation

with just one background class performed similarly to the �ve background class NN.

Because of our desire to reduce the number of degrees of freedom of the NN, one

might ask why we chose the more complex �ve output NN. There are several rea-

sons. First, recall that we get the normalization of the baseline predicted background

contributions from other, similar analyses. By employing several background classes

instead of just one, the analysis is less sensitive to problems in the overall expected

background yield. Also, having a �ve output NN potentially gives one more handles

for understanding the �nal selected sample. It was possible that such a trained NN

could, via well-separated output distributions, reliably sort events into each of the

backgrounds classes. As evident from Figure ?? this was not exactly the case.

6.3.2 The NN Inputs

Thirty-one possible NN inputs were considered. Out of this set of 31 variables, a

baseline subset were chosen according to following guidelines:
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� The variables explored should seek to exploit the di�erences between the pro-

duction mechanisms for the `�bb �nal state in signal and background.

� The input variables should avoid sculpting the di-jet mass, Mj1j2.

A compatibility test was utilized that compared signal distributions to all four

background classes in an e�ort to identify a subset of variables that were most dis-

criminating (Table 6.3) and which satis�ed the criteria listed above. The compatibil-

ity test considers each distribution bin-to-bin and records the maximum bin-height

di�erence among the classes of events. Distributions that di�er signi�cantly by def-

inition have at least one bin that has di�erent normalized height. This test o�ers a

quantitative measure of incompatibility between signal and background among the

di�erent input variables considered. In Table 6.3 small values indicate that there

are no bins with signi�cantly larger normalized contents, and thus two compatible

distributions.

The statistics in Table 6.3 were used to determine a subset of 17 possible NN

inputs; this cream-of-the-crop was used as the basis for the NN input studies. The

variables chosen for study were:

� 6ET

� MTrans
`�

� scalar HT , the scalar sum of the pT of the primary lepton, ET of each jet and

6ET .

� NObjs
Extra, the number of ET > 8 GeV , j � j< 5:0 clusters not satisfying default jet

requirements.

� PEExtra
T = Ej1

T + Ej2
T + E`

T - 6ET
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WH WH WH WH WH

to WH to tt to W�+jets to Single Top to Diboson

E
j1
T 0.000 0.197 0.292 0.018 0.229

E
j2
T 0.000 0.240 0.234 0.113 0.222

�R(j1; j2) 0.000 0.058 0.150 0.093 0.060

Mj1j2 0.000 0.361 0.373 0.326 0.354

E`
T 0.000 0.024 0.050 0.074 0.154

�` 0.000 0.013 0.033 0.015 0.029

�R(`; j1) 0.000 0.097 0.041 0.043 0.043

�R(`; j2) 0.000 0.016 0.058 0.059 0.059

6ET 0.000 0.248 0.072 0.034 0.130

MTrans
`� 0.000 0.155 0.110 0.042 0.141

HT 0.000 0.296 0.244 0.026 0.282

N
Objs
Extra 0.000 0.321 0.045 0.017 0.006P
EExtra
T 0.000 0.115 0.194 0.031 0.179

h
P

EExtra
T i 0.000 0.316 0.062 0.019 0.027

j � jMax
j 0.000 0.051 0.039 0.170 0.051

M`�j1 0.000 0.210 0.177 0.066 0.126

M`�j2 0.000 0.249 0.087 0.137 0.108

jM`�j �mtjMin 0.000 0.062 0.070 0.163 0.078

jM`�j �mtjMax 0.000 0.123 0.079 0.158 0.057

(Ej1
T - Ej2

T ) 0.000 0.032 0.188 0.097 0.108

Mj1j2Obj3 0.000 0.336 0.086 0.068 0.037

M`�Obj3 0.000 0.321 0.045 0.017 0.013

M`�j1j2 0.000 0.294 0.231 0.104 0.189

cos(�(`fakeWRF ; H labRF
12

)) 0.000 0.034 0.093 0.066 0.024

cos(�(jH12RF
tag ; H12labRF )) 0.000 0.040 0.052 0.154 0.040

cos(�(jH12RF
tag ; `H12RF )) 0.000 0.046 0.060 0.128 0.040

cos(�(`WRF ;W labRF )) 0.000 0.138 0.038 0.081 0.112

p
j1j2
T 0.000 0.144 0.142 0.097 0.093

p
`�j1j2
T 0.000 0.181 0.088 0.046 0.036

Sphericity 0.000 0.050 0.053 0.009 0.075

Aplanarity 0.000 0.035 0.078 0.022 0.100

Table 6.3: Bin height fractional di�erence for 31 interesting variables, compared for

all input classes to signal, WH.
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� hPEExtra
T i=

P
EExtra
T

N
Objs
Extra

� M`�j1

� M`�j2

� jM`�j �mtjMax

� (Ej1
T - Ej2

T )

� Mj1j2Obj3, the mass of the j1 - j2 - Obj3 system. The third object in these events

| if one exists | is a ET > 8 GeV , j � j< 5:0 cluster that fails our ET or �

requirement.

� M`�Obj3

� M`�j1j2

� cos(�(jH12RF
tag ; `H12RF )), the cosine of the opening angle between the leading

tagged jet boosted to the rest frame of the j1 - j2 system (called H12) and H12

in the lab frame.

� cos(�(`WRF ;W labRF )), the cosine of the opening angle between the primary

lepton boosted to the rest frame of the ` - � system (denoted W) and W in the

lab frame.

� pj1j2T , vector sum pT of the j1 - j2 system.

� p`�j1j2T , vector sum pT of the system de�ned by the primary lepton, 6ET and jets.
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Figure 6.15: More studied NN inputs: (a) MTrans
`� ; (b) p`�j1j2T ; (c)

cos(�(`WRF ;W labRF )); (d) cos(�(jH12RF
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Figure 6.16: Studied NN inputs: (a) M`�j2; (b) jM`�j �mtjMax; (c) M`�Obj3.
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Inputs Hypersphere+Mj1j2 Window

A priori limit (pb)

All 31 8.11

27 of 31 8.21

(All except Ej1
T , E

j2
T ,

�R(j1; j2), and Mj1j2)

Selected 17 8.33

Best 13: 6ET , HT ,N
Objs
Extra,

P
EExtra
T , 8.60

h
P

EExtra
T i,M`�j1 ,M`�j2

(Ej1
T - Ej2

T ),Mj1j2Obj3 ,M`�Obj3 ,M`�j1j2 ,

cos(�(jH12RF
tag ;H12labRF )),cos(�(`WRF ;W labRF )),

pj1j2T ,p`�j1j2T

Best 8: 6ET , HT ,
P

EExtra
T , 8.40

M`�j1 ,(E
j1
T - Ej2

T ),Mj1j2Obj3 ,

M`�j1j2 ,p
j1j2
T

Best 7: 6ET , HT ,
P

EExtra
T , 8.48

M`�j1 ,(E
j1
T - Ej2

T ),Mj1j2Obj3 ,

M`�j1j2

Best 6: 6ET , HT , M`�j1 , 8.52

(Ej1
T - Ej2

T ),Mj1j2Obj3 ,p
j1j2
T

Best 5: 6ET , HT , M`�j1 , 8.68

(Ej1
T - Ej2

T ),Mj1j2Obj3

Table 6.4: A priori limits for di�erent input con�gurations utilizing the NN+Mj1j2

window selection.

Eight of these variables were determined to be the optimal set and were used in the

NN utilized in this analysis. They are plotted in Figures 6.1- 6.8. The remaining

variables that were considered are plotted in Figures 6.15- 6.16; only the MH = 120

GeV=c2 scenario is plotted for signal.

A 17-22-5 NN was trained using these seventeen variables as inputs. The a priori

limit achievable with such a network, using the hypershpere method andMj1j2 window

discussed in Section 6.1.2, was found to be 8.33 pb.
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As was discussed earlier, our �nite amount of MC statistics motivates that we

utilize a NN with as few degrees of freedom as possible that achieves a reasonable a

priori limit. Our training MC samples for each input class have approximately 4100

events apiece; this allows for NNs with up to around 200 degrees of freedom, if one

considers a reasonable number of hidden nodes in a single hidden layer.

Our 17-22-5 NN discussed above exceeds 200 degrees of freedom (it has nearly

500). To reduce the complexity of the NNs in this study we choose to reduce the

number of inputs to NInput < 9; this allows us to later freely vary the number of

hidden nodes while remaining well beneath the limits of our MC samples.

Table 6.4 lists the a priori limit achievable from MC for a variety of input choices.

The inputs were ranked according to their maximum bin-height di�erences from Ta-

ble 6.3, and the top subsets were chosen. Some of the input con�gurations in Table 6.4

(All 31, 27of31, Selected 17, and Best 13 ) have >200 degrees of freedom and are there-

fore not considered for further study. One should also note that the scenarios utilizing

31 and 27 inputs incorporate Ej1
T , E

j2
T , �R(j1; j2), andMj1j2 in the NN, which we seek

to avoid. We seek to retain as much information on Mj1j2 as possible, and employing

these variables would sculpt our Mj1j2 distribution.

From Table 6.4 one sees that the a priori limit achievable for the tested scenarios

for which our MC is suÆcient have very similar values, �8.4{8.7 pb. The eight

input implementation was chosen because in this implementation the e�ect of the

Hypersphere NN cut is greatest. Note that this is by no means an exhaustive study,

but that reasonable choices were made that led to the subset of inputs considered.
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6.3.3 The Hidden Nodes

We are free to choose the number of hidden nodes in the NN. Recall that we are

restricting this analysis to NNs with only one hidden layer of nodes. Using the same

inputs discussed in 6.1.2, we trained an 8-input, 5-output NN, varying the number

of hidden nodes in the single hidden layer. Table 6.5 contains the a priori limit as a

function of NH .

NH A priori Limit (pb)

6 8.43

7 8.41

8 8.58
9 8.52

10 8.41

11 8.40

12 8.40

13 8.52

14 8.46

15 8.52

16 8.54

Table 6.5: Results of NH impact on a priori limit for a 8-NH-5 NN trained with

standard back-propagation using update frequency=10, learning rate=1.0, alpha=0.5.

Previous experience has shown us that the variation of NH has a very weak e�ect

on the a priori limit achievable in such studies [54]. From Table 6.5 one can see that

the same conclusion can be drawn for this analysis.

6.3.4 Learning Algorithm Parameters

Recall from Section 4.2 that there are a few tunable parameters within the back-

propagation algorithm, including the learning rate, �, and the momentum �. One

can also adjust the frequency of weight update, i.e., updating weights after 10 events,
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100 events, 1000 events, etc.. Optimization of these parameters was performed [60];

the NN was shown to be fairly insensitive to reasonable adjustments in each case.

The learning algorithm described in Section 4.2 is called standard back-propagation.

There are variants to this algorithm, and two other members of the back-propagation

family were also tested, Langevin and Manhattan learning [46]. Table 6.6 shows the

results of training 8-12-5 NNs with these new learning algorithms. There was no

signi�cant improvement in the a priori limit when employing other back-propagation

variants.

Learning Algorithm A priori limit (pb)

Standard Back-Propagation 8.40

Manhattan 8.47

Langevin 8.55

Table 6.6: A priori limit for a few variations of the back-propagation algorithm.

JETNET has a built-in ability to eliminate (drive to small values) unnecessary

or superuous weights in one's NN. This capability is called pruning ; one has the

freedom to turn this feature on and o�. The default NN described in Section 6.1.2

had pruning active. Table 6.7 shows a comparison between equivalent NNs, except

that one was trained with pruning active, the other with pruning inactive. We see

that pruning had little impact on the ultimate a priori limit achieved with this NN.

6.3.5 Determination of Mj1j2 Window

Our post-NN event selection imposes that the di-jet mass lie within the window

80 GeV=c2<Mj1j2<150 GeV=c
2. This window was the optimal choice from a study in
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Pruning A priori limit (pb)

Active 8.40

Inactive 8.38

Table 6.7: A priori limit for two JETNET scenarios: pruning ON, and pruning OFF.

which MMin
j1j2

was varied between 50 and 95 GeV=c2, and MMax
j1j2

was varied between

135 and 180 GeV=c2. The possible MMin
j1j2

, MMax
j1j2

values were varied in 15 GeV=c2

increments. Using a variation any smaller would have us searching for e�ects that

were signi�cantly below the Run 1 dijet mass resolution of 15% .

The optimization study was performed using post-NN selection samples, and the

results are described in Table 6.8. The NN employed is the optimal 8-12-5 described

in Section 6.1.2. It should be noted that the Higgs mass hypothesis utilized here

is MH=120 GeV=c2, and that the optimal choice of Mj1j2 window is sensitive to

the Higgs mass being considered. This study will be repeated for each hypothesis

considered in the �nal analysis.

6.3.6 Summary of Tests

We have studied several di�erent advanced selection scenarios for thisWH ! `�bb

search. A reasonable input space was chosen for our NN whose training requirements

do not exceed the size of our MC samples. We have shown that the a priori limit

on the WH cross section for this analysis is not particularly sensitive to the tunable

parameters of the NN algorithm. Di�erent NN architectures were also studied; the a

priori limit dependence on the number of hidden and output nodes was not signi�cant.

We conclude that our 8-12-5 NN is a reasonable choice. There is somewhat more
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Mj1j2 Window (GeV=c2) A priori limit (pb)

50<Mj1j2<180 9.13

65<Mj1j2<180 8.91

80<Mj1j2<180 8.77

95<Mj1j2<180 8.99
50<Mj1j2<165 8.98

65<Mj1j2<165 8.73

80<Mj1j2<165 8.57

95<Mj1j2<165 8.71

50<Mj1j2<150 8.84

65<Mj1j2<150 8.60

80<Mj1j2<150 8.40

95<Mj1j2<150 8.42

50<Mj1j2<135 9.12

65<Mj1j2<135 9.14

80<Mj1j2<135 8.91
95<Mj1j2<135 8.97

Table 6.8: Varying the Mj1j2 window in post-NN selection. The requirement 80

GeV=c2<Mj1j2<150 GeV=c
2 was optimal for MH= 120 GeV=c2.

stronger dependence in a priori limit on the Mj1j2 window, and this cut needs to be

re-optimized for other MH values.

It should be noted that while much e�ort was put into investigating di�erent

architectures and input con�gurations, the e�ect of any of these changes is dwarfed by

the inclusion of systematic errors on the expected number of signal and backgrounds

events (as will become evident in Chapter 7). So one should understand that as

long as reasonable choices are made (and from the above it appears that our choices

are reasonable), the chosen NN implementation will not be the dominant source of

uncertainty in the ultimate limit measurement.
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6.4 Summary

An advanced selection has been designed to aid in the identi�cation of WH !

`�bb events amidst large amounts of background. We have demonstrated that the

employment of this advanced selection, which utilizes a NN and a window requirement

in Mj1j2, reduces the a priori limit over a standard technique. These studies have

been described for one Higgs mass hypothesis, MH= 120 GeV=c2; extensions to other

MH values will be described in Section 7.5. Also, the method of translating predicted

signal and background yields into the a priori limit will be discuss in the following

Chapter.
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CHAPTER 7

LIMITS ON THE WH CROSS SECTION FROM

SIMULATION STUDIES

In our search for WH production in the `�bb �nal state, we have applied a two-

stage event selection. From simulation studies,we have a prediction for the number

of signal and background events we expect to see in the Run 1 data sample. In this

document we have described in detail only the expected yields for the hypothesis

MH= 120 GeV=c2, but a variety of low mass Higgs hypotheses will be considered.

Out�tted with the expected yields for MH= 120 GeV=c2, we are now capable of

measuring an upper limit on the WH production rate.

7.1 Calculating a Limit

From Table 6.2 we see that for MH= 120 GeV=c2, NS;theory
exp = 0.15 and NB

exp= 10.6

events. Given these numbers, we seek to calculate the a priori 95% con�dence level

(CL) limit on WH production for the mass hypothesis MH= 120 GeV=c2.

We �rst assume that the number of observed events, NObs, is Poisson distributed:

P (x; �) =
�xe��

x!
(7.1)
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Figure 7.3: Poisson probabilities of hypothetical �WH values as a function of NObs.

The possible outcomes of this analysis applied to the Run 1 data sample are the

di�erent NObs scenarios plotted along the horizontal axis of Figure 7.3. Consider a

single bin ofNObs, sayNObs=8 events; this scenario is a single vertical bin of Figure 7.3.

We can look at the probability distribution for �WH in this bin, which is pictured in

Figure 7.4. Since we expect NS;theory
exp +NB

exp=10.75 events with �theoryWH =0.14 pb, and

since NObs=8 events corresponds to a de�cit with respect to expectation, we see that

in the NObs=8 events bin, small values of �WH are favored. If we would look at a bin

of NObs that corresponds to an excess over expectation, larger �WH would be favored.

We refer to the �WH probability distribution pictured in Figure 7.4(a) as the

likelihood distribution, L(�WHjNObs = 8), for �WH given NObs= 8 events. In any

single NObs bin, the 95% CL limit on the WH cross section is de�ned as:
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NObs �WH Limit (pb)

2 3.4

3 3.7

4 4.0

5 4.4

6 4.9

7 5.4

8 6.0

9 6.7
10 7.4

11 8.2

12 9.1

13 10.1

14 11.1

15 12.1

16 13.2

17 14.3

18 15.4

19 16.6

20 17.7
21 18.8

22 20.0

Table 7.1: The 95% CL limit on �WH for a few values of NObs. These limit values do

not incorporate the e�ect of systematic errors.

7.2 The A Priori Limit

The method described above provides one with the 95% CL limit on the WH

production cross section as a function of the di�erent possible outcomes of the anal-

ysis. We seek now a measure by which one can incorporate information from all the

possible outcomes of the experiment. We call this �gure-of-merit the a priori limit,

and it is calculated by weighting the limits from each NObs scenario by their Poisson

probability given �WH=�
theory
WH =0.14 pb. Thus the a priori limit is given by:
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�95;aprioriWH =
X
Nobs

�95WH � P (NobsjNS;theory
exp +NB

exp) (7.3)

where P (xj�) is the Poisson distribution in x with mean �. The a priori limit is

useful in comparing di�erent choices within the analysis; in this search we used the a

priori limit as the benchmark in optimization studies. One can also use the a priori

limit in comparing completely di�erent analyses.

With the prescription described above,

�95;aprioriWH = 8:4pb (no systematics) for MH= 120 GeV=c2

The procedure described for calculating the 95% CL limit on the WH produc-

tion cross-section is a Bayesian calculation. There is some controversy in the HEP

community regarding Bayesian and Frequentist methods which we choose not to ad-

dress here. Studies were performed using the Frequentist approach of Feldman and

Cousins [58] for the calculation of limits. The Bayesian treatment was chosen because

of the consistent prescription for the incorporation of systematic errors, which is the

focus of the remainder of this note. It should be noted that for some NObs values, the

Feldman-Cousins method produced smaller 95% CL limits, and that this Frequentist

method yielded a slightly smaller a priori limit (see Table 7.2 for a small number

of NObs examples). But without a consistent technique for incorporating systematic

errors, the Frequentist approach is disregarded.
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�WH Limit (pb)
NObs Bayesian Frequentist

5 4.4 2.5

10 7.4 6.9

15 12.1 13.2

20 17.7 18.9

A priori limit (pb) 8.4 8.1

Table 7.2: A comparison of Bayesian and Frequentist 95% CL limits for a few NObs

scenarios.

7.3 Impact of Systematic Errors

The measurement of a limit on the WH production cross-section | or any limit,

for that matter | is not as neat and tidy as the prescription described in Section 7.1.

In the treatment above, we measured the eÆciency for selecting signal and background

events from samples of simulated events generated by Monte Carlo programs. These

simulated collisions were then input to the CDF Run 1 detector simulation, and

our selection criteria was applied to the measurable quantities that approximate the

detector's response to the outgoing particles from these collisions. Overall eÆciencies

were calculated for each signal and background channel, and, along with cross section

and luminosity values, expectation values for each channel were calculated.

However we know there are uncertainties on the event expectations we have calcu-

lated. We know that these Monte Carlo programs occasionally make approximations

at particular points in their generation of physics collisions; what impact do these

choices have on our eÆciency measurements, which rely on these Monte Carlo events

for input? We have a �nal state that includes a lepton, a neutrino (which manifests

itself as 6ET ) and two jet objects; therefore any shortcomings of the simulation of the
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detector to leptons and jets and their energy measurements will correspond to mis-

measured eÆciencies for such �nal states. The Run 1 luminosity was not measured

exactly (105.1 pb�1); how do we incorporate a �4% uncertainty on this value (105.1

�4pb�1)?

The answers to these questions will be pursued in the following sections. A few

caveats should be noted before we embark on the in-depth discussion of the inclu-

sion of systematic errors. First, the e�ect of systematics will only be studied with

regard to signal and the two largest background sources: tt and W�+QCD (Class

3), which constitute �85% of the predicted background sample passing all selection

criteria. Systematics for all W�+QCD (Class 3) backgrounds will be approximated

by W + b�b production only; because of the shape similarities between each of the

Class 3 backgrounds (see [60]), this approximation is not without reason. The e�ect

of systematic errors in background Classes 4 and 5 (Class 4: single top; Class 5:

diboson, Z+X) will not be measured directly. Instead we will use the average of the

cumulative systematic uncertainties on the expected number of tt and W + b�b events

to de�ne the uncertainty on the expectations from Classes 4 and 5. This is a reason-

able approximation since the Class 4 and Class 5 backgrounds are not wholly di�erent

topologically from the more dominant backgrounds; also, the systematic e�ects are

not strongly mechanism-dependent, as will be apparent below.

7.3.1 Jet Energy Scale

There are several uncertainties in the correction factors that are applied to jet

energies. The basis of these jet corrections include:

� relative energy scale { correcting for any � dependence in the jet energy mea-

surement
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� absolute energy scale { corrections from attempts to determine incoming parti-

cles' energies from calorimeter response in testbeam and actual Run 1 data

� extraneous event activity { more than one p-p interaction within the same event

will a�ect how well jet energies are measured

� energy spillage from considerably wide jets { we de�ne a jet to lie within a cone

of radius 0.4; this correction takes into account jet energy beyond this cone.

The e�ect of these energy scale uncertainties was measured by adjusting each

of the contributing parameters by �1 � and then re-measuring the eÆciencies for

WH, tt, and W + b�b. The portion of the event selection that is most a�ected by

this systematic e�ect is the 2-jet requirement. Figure 7.5 shows the distribution of

the number of ET>15 GeV , j � j<2.0 jets for each sample being considered here

(we call this number NHighET;cent
Jets ). We see in Figure 7.5(b), for example, that the tt

eÆciency for this requirement decreases �8% when the energy scale uncertainties are

shifted +1�, and the tt jet-selection eÆciency increases by �8% when the energy scale

uncertainties are shifted {1�. This is a consequence of the nature of the NHighET;cent
Jets

distribution for tt, which is peaked in the 3- and 4-jet bin. As the jet energy scale

is decreased by 1�, some fraction of �3-jet events are demoted to the 2-jet bin when

the energies of one or more of their jets are shifted below our ET>15 GeV threshold.

Similarly, when the jet energy scale is increased by 1�, 1-jet events with other, weaker

jet objects that nominally fail our jet selection, are promoted to the 2-jet bin. The

converse of this argument is evident through the e�ect in the W + b�b sample, whose

NHighET;cent
Jets distribution peaks in the 0- and 1-jet bin. The NHighET;cent

Jets distribution

for WH peaks in the 2-jet bin, so one would expect to see as much promotion and
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demotion for both of the �� scenarios, essentially washing out the e�ect, which we

do see some evidence for.
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Figure 7.5: E�ect of varying the jet energy scale uncertainties �1 � on WH, tt, and
W + b�b samples on the number of ET>15 GeV , j � j<2.0 jets.

EÆciency Change (%)

WH tt W + b�b

Shift Correction Factors -1� -2.7 13.7 -6.1

Shift Correction Factors +1� 0.6 -11.3 6.6

Table 7.3: EÆciency changes in % when shifting the factors contributing to the jet

energy corrections by �1 �.

While we have focused on the e�ect of this systematic error on the jet selec-

tion, it should be noted that the jet energy scale systematic e�ect also a�ects other

portions of the event selection, most prominently the dijet mass requirement, 80

GeV=c2<Mj1j2<150 GeV=c
2. The change in jet energies can also a�ect the neural

network selection, but this e�ect is expected to be small since we were careful not to
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rely too heavily on jet-ET inuenced variables as our inputs. Although the details

are not reported here, the e�ect in these requirements was studied and was shown to

be signi�cantly smaller (�3%) than in the jet selection (�8%).

Later in this note we will discuss our implementation of pseudoexperiments in

the construction of smeared likelihood distributions. Care was taken to preserve the

correlations among the eÆciency changes in Table 7.3 between each channel. This

was accomplished by approximating the uncertainties in the jet energy correction

factors with a Gaussian with mean zero and unit variance, selecting the shift in

correction factor randomly from this Gaussian in each pseudoexperiment, and then

mapping out the response in the eÆciency change according to a linear scaling to

the values in Table 7.3. Such a method ensures that the unphysical scenario in

which signal and both background channels uctuated up or down simultaneously is

avoided. Figure 7.6 shows the selection eÆciencies forWH, tt, andW +b�b over 10000

pseudoexperiments.
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Figure 7.6: Distribution of eÆciency changes in pseudoexperiments due to jet energy
scale e�ects. Correlations between WH, tt and W + b�b channels are preserved.
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7.3.2 Radiation Modeling

Monte Carlo generators do a �ne job of providing experimenters with simulated

collisions showered to �nal states with which to understand detector response and the

impact of selection criteria. However, there are underlying models in these programs

that have some inherent uncertainty. For example, the modeling of initial state ra-

diation (ISR) | radiated gluons o� p- or p-constituent partons | is not completely

understood, and in order to achieve reasonable results with these programs some

assumptions were made.

The amount of initial state radiation can a�ect the number of jets in each event.

This is a sensitive issue, considering that we have a somewhat strict NJets=2 require-

ment. To evaluate the impact that ISR has on our selection eÆciency, we generate

WH, tt, and W + b�b samples using Pythia for the parton shower and request all ISR

be OFF, and then re-measure the cumulative eÆciency changes.

We quantify the e�ect of ISR as half the absolute di�erence between the nominal

eÆciency and the no-ISR eÆciency:

Æ�ISR � j�noISR � �0j
2�0

(7.4)

With this prescription we measure the e�ect of over-estimating the amount of ISR

in our samples by looking at the extreme case in which all ISR is removed. It is

clear that considering such a scenario in which there is no ISR is unphysical. Thus

we approximate the impact of ISR as half the di�erence between the nominal and

no-ISR scenarios. We also assume that an underestimate of the ISR in our samples

will have an equivalent eÆciency change as measured with the no-ISR samples.
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ISR e�ects were shown to have a 10-11% e�ect on the WH and tt selection ef-

�ciency. The e�ect in the W + b�b samples however was much smaller. This is due

to the nature of a W + b�b event; recall from Figure 2.7 that the b quarks produced

in such events come from the splitting of a gluon that radiated o� an initial state

parton. So in our W + b�b Monte Carlo sample, when we turn o� ISR, we are really

turning o� second-order initial state radiation e�ects while ensuring that we still have

gluon radiation to provide the b jets.

In a similar vein, there are some uncertainties encountered in the models of �nal

state radiation (FSR). To evaluate the impact of FSR, one does not have the luxury

of simply turning o� FSR in Pythia2. Instead one must look at the subset of no-ISR

events that have all their jets matched to partons from the hard scatter; such events

are assumed to have had no hard gluon emissions and can then be considered to be

essentially a no-ISR+no-FSR sample. We then de�ne quantify the e�ect of FSR with

respect to the no-ISR sample:

Æ�FSR � j�noISR;noFSR � �noISRj
2�noISR

(7.5)

FSR e�ects were determined to have a 10-15% e�ect on the backgrounds, and a 6%

e�ect on signal.

7.3.3 Parton Distribution Functions

When generating p-p collisions, some model of the structure of the proton must

be employed. There is some uncertainty associated with these parton distribution

2This is not true, actually. One can turn o� FSR in Pythia, but this also turns o� the soft gluon
emissions that give jets their shapes, which is a quality that we absolutely must retain.
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functions(PDFs), and these uncertainties could have an e�ect on our signal and back-

ground eÆciencies.

Pythia v6.129a [36] was used to generate the WH and tt samples. The default

PDF choice in that version of Pythia was GRV94L [63], a leading order calculation.

The W + b�b samples were generated with ALPGEN [50]; unfortunately, ALPGEN

does not have GRV94L as part of its linked PDF library. So the W + b�b samples

was generated with CTEQ5L [64], another leading order calculation from the CTEQ

group.

To gauge the e�ect of these PDF choices, new Pythia samples were generated using

CTEQ5L instead of GRV94L, and new ALPGENW+b�b samples were generated using

MRST01 [65]. The eÆciencies for WH, tt, and W + b�b were re-evaluated using these

new samples. The e�ect on the selection eÆciency was de�ned:

Æ�PDF � j�newPDF � �0j
�0

(7.6)

The PDF choice changed the WH and tt eÆciencies by only a few percent. The

e�ect in W + b�b was slightly larger, Æ�PDFWbb = 8%. These values are not signi�cantly

di�erent from other, similar Run 1 `�bb �nal state analyses.

7.3.4 Signal and Background Generators

Besides the PDF choice, there could be other sources of systematic error arising

from the Monte Carlo generator used for constructing our signal and background

samples. Within the generator, models are employed that describe, for example, the

hadronization process. The models employed are determined by choices made by

the authors. We seek to study the impact of these choices by comparing the signal
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and background acceptances for di�erent Monte Carlo generators. To estimate the

systematic error due to using Pythia for the WH and tt samples, we generate WH

and tt samples using ALPGEN and re-measure the selection eÆciencies. To estimate

the systematic error due to generatingW+b�b using ALPGEN, we use a PythiaW+b�b

sample generated for another analysis.

We de�ne the e�ect on the selection eÆciency this way:

Æ�Gen � j�newGen � �0j
�0

(7.7)

It should be noted that our ALPGENW+b�b sample was generated with loose parton-

level demands: we asked for two outgoing b-partons from the hard scatter satisfying

pT > 0.0, j � j < 15.0, and �R(b1; b2) > 0.0. Because of the time required to generate

W + b�b events, we utilized the Pythia W + b�b sample from the latest Run 1 single top

search [54]. However in this sample we did not have the freedom to make equivalent

parton-level demands as were imposed in the ALPGEN sample. Dissimilar parton-

level cuts on the MC samples could yield misleading eÆciency e�ects that are not

generator-induced per se. For this reason, we assume that uncertainties associated

with the generator choice will have only a minor e�ect on the basic event selection.

Other Run 1 analyses have estimated the e�ect due to generator choice to be �4% for

the basic selection we are utilizing in this analysis. We then consider only generator-

induced e�ects on the advanced selection eÆciencies, the neural network and Mj1j2

cuts. We �nd that the generator choice imposes a 12-13% shift on the tt and W + b�b

selection eÆciencies, while the e�ect is very small in WH.
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7.3.5 The Top Quark Mass

The top quark mass was measured in Run 1 to be approximately 175 �5 GeV=c2.

For our Monte Carlo tt samples, we demanded however that mt=175 GeV=c
2. We

seek to quantify the e�ect of the �5 GeV=c2 uncertainty on the measured top mass

on our tt selection.

To evaluate this e�ect, we generate with Pythia new tt samples: one sample with

mt= 170 GeV=c2 and another sample with mt= 180 GeV=c2. We de�ne the e�ect on

the tt eÆciency to be the largest of these two scenarios. We �nd that for mt= 170

GeV=c2, the tt eÆciency increases by 2% , but in the case mt= 180 GeV=c2, the tt

eÆciency decreases by 5.6%. We assume that the uncertainty on mt has no impact

on the WH and W + b�b samples.

7.3.6 Other Systematic E�ects

There are a few more systematic uncertainties that we must account for. The un-

certainty in the b-tagging, the lepton identi�cation, the Run 1 high pT lepton trigger,

and the Run 1 luminosity measurement have been studied previously, allowing us to

use their results directly. Table 7.4 has a summary of the b-tagging systematic, which

varies in each channel according to the tag eÆciency (the uncertainty from tagging

was determined to be 10% of its value; we also insert a 10% uncertainty on our tagging

scale factor [44]). The lepton identi�cation and high pT lepton trigger uncertainties

were measured in tandem; the uncertainty on the product of these eÆciencies was

determined to be 10% as well. Given that �lepID=0.854 and �trig=0.903 [44], we �nd

that these e�ects change the eÆciency in each channel by 7.7% . Finally the uncer-

tainty on the Run 1 luminosity measurement a�ects the expected number of events in
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each channel in the same way as any change in eÆciency. Thus we must account for

this 4% e�ect because the Run 1 luminosity was determined to be 105.1 � 4 pb�1 [38].

WH tt W + b�b

Prior-to-scaling �tag (% ) 32.5 � 3.3 37.3 � 3.7 33.9 � 3.4

Scale Factor 1.08 � 0.11 1.08 � 0.11 1.08 � 0.11

Post-scaling �tag (% ) 35.1 � 4.9 40.4 � 5.7 37.3 � 5.2

Uncertainty (% of �tag) 14.0 14.0 14.0

Table 7.4: Raw tagging eÆciency, scale factor and subsequent 14% uncertainty on

�tag for WH, tt, and W + b�b.

7.3.7 Summary of Impact of Systematic E�ects

We have investigated several sources of systematic error in this analysis, a search

for WH ! `�bb in the Run 1 data. We attempted to be sensitive to e�ects that

a�ected measurement of the eÆciency for identifying an `�bb �nal state. Table 7.5

contains a summary of all the systematic e�ects considered in this analysis. For the

purposes of calculating the cumulative e�ects, the larger of the �1 � uncertainties

for the jet energy scale was used. We see that we will know the expected number of

signal WH events to 21% ; we do a bit worse in the background channels, only being

able to determine the expectations to within �30% . We use these numbers for the

signal and backgrounds to approximate the systematic e�ect in Classes 4 and 5 as

possessing a 25% uncertainty as well.

Table 8.2 lists a summary of the expected number of events in each Class including

these systematic e�ects (Table 8.2 is just an updated version of Table 6.2 but with
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uncertainty on the expected yields). These results are consistent with other Run 1

analyses in the lepton+jets channel [34], [38].

EÆciency Change (%)

E�ect WH tt W + b�b

jet energy corrections -1� -2.7 13.7 -5.9
jet energy corrections +1� 0.6 -11.3 6.7

ISR 10.4 10.9 1.7

FSR 5.7 10.8 14.9

PDF 3.8 3.2 8.3

Generator 0.2 12.1 13.1

mt 0.0 5.6 0.0

LepID+Trigger 7.7 7.7 7.7

Tagging 14.0 14.0 14.0

Luminosity 3.8 3.8 3.8

Cumulative 20.7 29.7 27.9

Table 7.5: A summary of the systematic e�ects inuencing this analysis for signal

WH and the two largest backgrounds, tt and W + b�b.

Class 1 Class 2 Class 3 Class 4 Class 5

Type of Events W + b�b WZ,
WH W + c�c Single top WW ,ZZ,
(MH= tt W + c (W -gluon Z + b�b,

120 GeV=c2) W�+mistags and W�) Z + c�c,
non-W Z ! ��

Luminosity 105.1 105.1 105.1 105.1 105.1

Cross Section(pb) 0.14 6.5 1.7, 0.73

Basic EÆciency 1.2E-2 8.0E-3

Basic Nexp 0.19 5.4 22.7 2.5 2.7

Advanced EÆciency 0.781 0.249 0.319 0.355 0.439

Final Nexp 0.15 � 0.03 1.3 � 0.4 7.2 � 2.0 0.9 � 0.2 1.2 � 0.3

Table 7.6: Run 1 event expectations with systematic uncertainties on signal and

backgrounds.
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7.4 Limit Calculation Including Systematic E�ects

The spirit of the calculation does not change very much from what was described

in Section 7.1. However, where previously we used a single-valued eÆciency for WH,

tt, and W + b�b events, now one must replace these eÆciencies with functions that

incorporate the uncertainty that is evident from the studies outlined above. This

technique is called smearing the likelihood and is a somewhat standard practice when

dealing with the e�ects of systematic error.

We must perform integrals similar to those in Equation 7.2 but now there are a

few more terms in the integrands. Equation 7.2 is replaced by:

0:95 =

Z �95WH

�WH=0

Z 1

�=0

[d�d�WHL(Lum; �WH; �tt; �Wbb; �WHjNObs)
�G(�WH ; Æ�WH) � G(�tt; Æ�tt) � G(�Wbb; Æ�Wbb)]Z 1

�WH=0

Z 1

�=0

[d�d�WHL(Lum; �WH; �tt; �Wbb; �WHjNObs)
�G(�WH ; Æ�WH) � G(�tt; Æ�tt) � G(�Wbb; Æ�Wbb)]

(7.8)

In the above expression, �i represents the nominal eÆciency for channel i, and Æ�i

represents the uncertainty for each channel reported in Table 7.5. This expression

will be evaluated for each value of NObs as before.

It is potentially quite a chore to integrate these expressions by hand. Instead

we perform a large number of pseudoexperiments in order to construct the smeared

likelihoods properly, which can then be integrated numerically, saving us time. In our

pseudoexperiments we perform the following procedure a large number of times for

each NObs scenario:

1. Gaussian uctuate the eÆciency for each channel according to each systematic

e�ect.
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2. This yields new WH, tt, and W + b�b eÆciencies (�0WH ; �
0
tt
; �0Wbb), and a new

luminosity(Lum0).

3. Construct the pseudoexperiment likelihood, Lpse(Lum
0; �0WH; �

0
tt
; �0Wbb; �WHjNObs)

4. Add Lpse to an ensemble likelihood L?
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Figure 7.7: A comparison of unsmeared and smeared �WH likelihoods for NObs= 8,
16, 24, etc. values.

We note again that in these pseudoexperiments, the correlations in the WH, tt,

and W + b�b samples induced by uctuating the parameters that contribute to the jet
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energy scale uncertainty (one of the dominant systematics) are preserved. (See Fig-

ure 7.6.) The Gaussians we use to uctuate the eÆciency in each pseudoexperiment

have means equal to the eÆciency before uctuation and variance equal to Æ� for each

e�ect. After a large number of pseudoexperiments, the normalized version of L? is

the smeared likelihood we seek. This distribution can then be integrated numerically

to determine the 95% CL limit in the NObs bin in question:

0:95 =

Z �95WH

0

d�WHL?(�WH jNObs)Z 1

0

d�WHL?(�WH jNObs)

(7.9)

Figure 7.7(a)-(f) contains the L? distribution for a variety of NObs values. We see that

in fact these smeared likelihoods have means and widths deviated from the nominal

cases. We then follow this procedure to calculate the 95% CL limit in each of the NObs

bins. Table 7.7 contains the limit values for a number of NObs scenarios, represented

graphically in Figure 7.8 overlayed with the baseline Poisson. We see that the limit on

WH in the most likely outcomes of the Run 1 is �8 pb. We can then use Equation 7.3

to calculate the a priori limit including systematic e�ects. We �nd:

�95;aprioriWH = 10:0pb (with systematics) for MH= 120 GeV=c2

7.5 Extension to Other MH Values

The description in this document has up to now considered only the MH=120

GeV=c2 hypothesis. We now seek to measure the WH production cross section limit
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NObs �WH Limit (pb)

2 3.9

3 4.3

4 4.8

5 5.3

6 5.8

7 6.5

8 7.2

9 8.0
10 8.9

11 9.8

12 10.8

13 11.9

14 13.1

15 14.2

16 15.3

17 16.6

18 17.8

19 19.2

20 20.4
21 21.8

22 23.1

Table 7.7: The 95% CL limit on �WH for a few values of NObs including the e�ect of

systematic errors.

for six other MH values in the range 100 GeV=c2<MH<150 GeV=c
2 at 10 GeV=c2

intervals. The extension of the analysis to other MH is values is straightforward.

The NN described in Section 6.1 was trained using simulated signal data with

MH= 120 GeV=c2. It is natural to expect that for each MH value considered that

a new NN would be trained using signal samples for the Higgs mass hypothesis in

question. However, there is littleMH dependence on the performance of the NN when

used with other MH hypotheses. For example, Table 7.8 shows the a priori limit for

two NNs considering the MH= 140 GeV=c2: one utilizes a new NN trained with the

proper signal sample; and one simply uses the MH= 120 GeV=c2 NN. One can see
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Figure 7.8: Poisson probability distribution with mean, variance
NS;theory
exp +NB

exp=10.53 (right axis) overlayed with a graph of the 95% CL limit
(left axis), both plots as a function of NObs, including impact of systematic errors.

that there is no signi�cant di�erence between these two implementations. Therefore,

we conclude that it is safe for the hypothesisMH= 140 GeV=c2 to use the NN trained

withMH= 120 GeV=c2 samples. We further assume that theMH= 120 GeV=c2 NN is

suitable for each Higgs mass being considered. This is a reasonable assumption since

by construction we avoided input variables that were sensitive to the di-jet massMj1j2

which is strongly dependent on MH .

134



Neural Network A priori limit
Trained with MH= 140 GeV=c2 signal 13.48
Trained with MH= 120 GeV=c2 signal 13.50

Table 7.8: Comparison of two NN implementations for MH= 140 GeV=c2 analysis.

The di-jet mass requirement did however have to be re-optimized for other MH

values. Recall that in our description of the MH=120 GeV=c
2 analysis, as our �-

nal advanced selection requirement we demanded 80 GeV=c2< Mj1j2 < 150 GeV=c2.

Clearly this Mj1j2 requirement is not a good choice for MH> 140 GeV=c2, as our re-

quirement will cut out a large amount of signal while letting unnecessary background

levels at low Mj1j2 . This cut was re-optimized for each MH value, and the �nal Mj1j2

requirement for each MH hypothesis is listed in Table 7.9.

MH (GeV=c2) Mj1j2 Window (GeV=c2)

100 60 < Mj1j2 < 130

110 70 < Mj1j2 < 140

120 80 < Mj1j2 < 150

130 90 < Mj1j2 < 160
140 100 < Mj1j2 < 170

150 110 < Mj1j2 < 180

Table 7.9: Optimized Mj1j2 requirements for each MH value considered in this anal-

ysis.

With the �nal portion of the selection de�ned in Table 7.9 we essentially have

a slightly di�erent analysis for each MH value. The e�ect of systematic errors was

addressed in the same way described in Section 7.3 for the hypotheses MH= 110
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and 140 GeV=c2. The systematic e�ects for MH= 100, 130, and 150 GeV=c2 were

approximated via linear �ts from the three MH values for which the e�ects were

measured (Figure 7.9). Table 7.10 contains a summary of the systematic e�ects as a

function of MH . The numbers of expected events passing all selection for signal and

background are listed in Tables 7.11- 7.15.
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Figure 7.9: E�ect of absence of initial state and initial state+�nal state radiation on
WH, tt, and W + b�b samples on the number of ET>15 GeV , j � j<2.0 jets.
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WH EÆciency Change (%)

E�ect MH=100 GeV=c
2 110 120 130 140 150

jet corrections -1� -3.5 -3.5 -2.7 -2.9 -2.8 -2.5

jet corrections +1� 2.5 1.5 0.6 -0.4 -1.4 -2.4

ISR 6.1 6.8 10.4 10.7 11.9 13.9

FSR 5.7 5.7 5.7 5.8 5.8 5.8

PDF 1.0 0.5 3.8 2.8 2.9 4.1

Generator 3.2 1.5 0.2 1.5 3.1 4.6

mt 0.0 0.0 0.0 0.0 0.0 0.0

LepID+Trigger 7.7 7.7 7.7 7.7 7.7 7.7
Tagging 14.0 14.0 14.0 14.0 14.0 14.0

Luminosity 3.8 3.8 3.8 3.8 3.8 3.8

Cumulative 19.1 19.1 20.7 20.9 21.7 23.3

Table 7.10: A summary of the systematic e�ects inuencing this analysis for signal

WH at a variety of MH values. The impact of the systematic e�ects were measured

directly in the MH=110,120, and 140 GeV=c
2 samples; the e�ects were then �t to get

the impact for MH=100,130,150 GeV=c
2.

Class 1 Class 2 Class 3 Class 4 Class 5

Type of Events W + b�b WZ,
WH W + c�c Single top WW ,ZZ,
(MH= tt W + c (W -gluon Z + b�b,

100 GeV=c2) W�+mistags and W�) Z + c�c,
non-W Z ! ��

Luminosity 105.1 105.1 105.1 105.1 105.1

Cross Section(pb) 0.26 6.5 1.7, 0.73

Basic EÆciency 1.10E-2 8.00E-3

Basic Nexp 0.32 5.4 22.7 2.5 2.7

Advanced EÆciency 0.796 0.260 0.386 0.349 0.567

Final Nexp 0.25 � 0.05 1.4 � 0.4 8.8 � 2.5 0.9 � 0.2 1.5 � 0.4

Table 7.11: Run 1 event expectations with systematic uncertainties on signal WH

and its backgrounds for hypothesis MH= 100 GeV=c2.
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Class 1 Class 2 Class 3 Class 4 Class 5

Type of Events W + b�b WZ,
WH W + c�c Single top WW ,ZZ,
(MH= tt W + c (W -gluon Z + b�b,

110 GeV=c2) W�+mistags and W�) Z + c�c,
non-W Z ! ��

Luminosity 105.1 105.1 105.1 105.1 105.1

Cross Section(pb) 0.18 6.5 1.7, 0.73

Basic EÆciency 1.20E-2 8.00E-3

Basic Nexp 0.24 5.4 22.7 2.5 2.7

Advanced EÆciency 0.813 0.268 0.367 0.364 0.529

Final Nexp 0.20 � 0.04 1.4 � 0.4 8.3 � 2.3 0.9 � 0.2 1.4 � 0.4

Table 7.12: Run 1 event expectations with systematic uncertainties on signal WH

and its backgrounds for hypothesis MH= 110 GeV=c2.

Class 1 Class 2 Class 3 Class 4 Class 5

Type of Events W + b�b WZ,
WH W + c�c Single top WW ,ZZ,
(MH= tt W + c (W -gluon Z + b�b,

130 GeV=c2) W�+mistags and W�) Z + c�c,
non-W Z ! ��

Luminosity 105.1 105.1 105.1 105.1 105.1

Cross Section(pb) 0.10 6.5 1.7, 0.73

Basic EÆciency 1.10E-2 8.00E-3

Basic Nexp 0.12 5.4 22.7 2.5 2.7

Advanced EÆciency 0.730 0.233 0.267 0.340 0.339

Final Nexp 0.09 � 0.02 1.3 � 0.4 6.1 � 1.7 0.9 � 0.2 0.9 � 0.2

Table 7.13: Run 1 event expectations with systematic uncertainties on signal WH

and its backgrounds for hypothesis MH= 130 GeV=c2.
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Class 1 Class 2 Class 3 Class 4 Class 5

Type of Events W + b�b WZ,
WH W + c�c Single top WW ,ZZ,
(MH= tt W + c (W -gluon Z + b�b,

140 GeV=c2) W�+mistags and W�) Z + c�c,
non-W Z ! ��

Luminosity 105.1 105.1 105.1 105.1 105.1

Cross Section(pb) 0.08 6.5 1.7, 0.73

Basic EÆciency 8.0E-3 8.00E-3

Basic Nexp 0.07 5.4 22.7 2.5 2.7

Advanced EÆciency 0.654 0.215 0.203 0.303 0.220

Final Nexp 0.04 � 0.01 1.2 � 0.4 4.6 � 1.3 0.8 � 0.2 0.6 � 0.2

Table 7.14: Run 1 event expectations with systematic uncertainties on signal WH

and its backgrounds for hypothesis MH= 140 GeV=c2.

Class 1 Class 2 Class 3 Class 4 Class 5

Type of Events W + b�b WZ,
WH W + c�c Single top WW ,ZZ,
(MH= tt W + c (W -gluon Z + b�b,

150 GeV=c2) W�+mistags and W�) Z + c�c,
non-W Z ! ��

Luminosity 105.1 105.1 105.1 105.1 105.1

Cross Section(pb) 0.06 6.5 1.7, 0.73

Basic EÆciency 5.0E-3 8.00E-3

Basic Nexp 0.03 5.4 22.7 2.5 2.7

Advanced EÆciency 0.526 0.182 0.173 0.263 0.147

Final Nexp 0.02 � 0.005 1.0 � 0.3 3.9 � 1.1 0.7 � 0.2 0.4 � 0.1

Table 7.15: Run 1 event expectations with systematic uncertainties on signal WH

and its backgrounds for hypothesis MH= 150 GeV=c2.
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�WH Limit (pb)
NObs MH=100 GeV=c

2 110 120 130 140 150
0 3.3 3.0 3.2 3.8 6.0 11.7
1 3.6 3.2 3.5 4.2 6.8 13.5
2 3.9 3.6 3.9 4.7 7.7 15.5
3 4.3 3.9 4.3 5.2 8.8 18.0
4 4.7 4.3 4.8 5.8 10.0 20.8
5 5.2 4.7 5.3 6.5 11.4 24.0
6 5.7 5.2 5.8 7.3 13.0 27.7
7 6.3 5.7 6.5 8.2 14.7 31.5
8 6.9 6.3 7.2 9.2 16.6 35.8
9 7.6 7.0 8.0 10.3 18.8 40.5
10 8.4 7.7 8.9 11.5 21.0 45.3
11 9.2 8.4 9.8 12.7 23.4 50.4
12 10.1 9.2 10.8 14.1 25.8 55.2
13 11.0 10.1 11.9 15.4 28.2 60.2
14 12.1 11.1 13.1 16.9 30.9 65.1
15 13.2 12.1 14.2 18.4 33.3 70.1
16 14.3 13.1 15.3 19.8 35.6 74.4
17 15.4 14.2 16.6 21.4 38.4 78.4
18 16.6 15.2 17.8 22.9 40.9 81.9
19 17.8 16.3 19.2 24.5 43.4 85.1
20 19.0 17.5 20.4 26.0 46.1 87.5
21 20.4 18.7 21.8 27.6 48.6 90.0
22 21.7 19.9 23.1 29.2 51.3 91.9
23 22.9 21.0 24.4 30.7 53.7 93.2
24 24.2 22.1 25.9 32.5 56.7 94.3
25 25.4 23.2 27.0 33.9 58.9 95.2
26 27.0 24.6 28.3 35.4 61.3 96.0
27 28.1 25.7 29.6 37.0 63.9 96.5
28 29.5 26.9 30.9 38.5 66.3 97.0
29 30.9 28.1 32.2 40.0 68.8 97.4
30 32.1 29.2 33.4 41.4 70.9 97.7
31 33.5 30.5 35.0 43.3 73.9 98.0
32 34.8 31.6 36.2 44.8 75.9 98.2
33 36.1 32.8 37.5 46.4 78.2 98.4

Table 7.16: The 95% CL limit on �WH for values of NObs including the e�ect of

systematic errors for six values of MH .

140



A priori Limit (pb)
MH No Systematics With Systematics

100 9.5 11.3

110 8.4 9.9

120 8.4 10.0
130 9.3 10.9

140 13.5 15.6

150 24.3 28.5

Table 7.17: A priori limit as a function of MH before and after the inclusion of

systematic e�ects.

The 95% CL limit as a function of observation scenarios is listed in Table 7.16

for each of the MH hypotheses being considered in this analysis. Table 7.17 contains

a comparison of the a priori limit as a function of MH both before and after the

inclusion of systematic e�ects. We see that the a priori limit is in the range 10-11

pb for MH < 130 GeV=c2 ; however the limit increases signi�cantly for MH > 130

GeV=c2. This is due to the small branching ratio of H!b�b for larger MH values.

As MH grows the number of `�bb �nal state WH events decreases; thus our signal

expectation gets smaller and smaller, making it more and more diÆcult to establish

a limit at the same level as in the scenarios MH < 130 GeV=c2.
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CHAPTER 8

RESULTS

Equipped with the expected number of signal and background events, the limit on

WH production cross section for each possible outcome of the analysis (in number of

observed events, NObs) was determined. We can now apply the method to the actual

Run 1 data sample and see what the actual outcome will be.

8.1 Results from the CDF Run 1 Data Sample

The Run 1 data sample contains 1057 events passing the minimal W� selection

and 2 jet requirement. Of these 1057, only 42 events possess the required one or more

b-tagged jets. The Run and Event Number are listed for these 42 events are Table 8.1.

The 42 events listed in Table 8.1 that pass our baseline event selection were �rst

sent through the 5-output NN. The output distributions for data and the four back-

ground classes fromMonte Carlo are shown in Figures 8.1- 8.2. One of the motivations

for using a multiple output NN is that by having an output node for each class of

events, then the values of each output node represent event-by-event Bayesian a pos-

teriori class probabilities. Thus one should verify that, in the data, the output values

behave like probabilities.
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Number

Run Event Trigger of SECVTX Pass NN Pass Mj1j2

tags (for MH= 120)

Run 1a 40190 98182 e 1 Y N

41627 87219 e 1 Y Y

45776 386857 e 1 N N

46357 511399 � 1 Y Y

46935 266805 e 1 Y Y

47439 128290 e 1 Y Y
47689 80060 � 2 N N

Run 1b 60705 93795 � 1 Y Y

60766 299452 e 1 Y N

61167 368226 e 2 N N
61377 114526 � 1 N N

63603 4029 � 1 Y Y

63883 935 e 1 Y Y

63946 43019 � 1 N N

64126 52063 e 1 Y Y

64916 499208 e 2 Y N

64997 46557 e 1 Y Y

65022 34157 e 1 N N

65298 907072 e 1 Y Y

65384 266051 e 1 N N

65470 4390 e 1 N N
65741 654870 � 2 Y Y

65750 106257 � 1 Y Y

66103 190513 e 1 Y N

66103 563542 e 1 Y Y

66103 743101 � 1 Y N

66412 121506 e 1 Y Y

66518 203555 � 1 N N

67692 420568 e 1 Y Y

68044 53510 e 1 Y N

68231 157759 � 1 Y N

68374 364586 e 1 Y N
68423 3326 � 1 N N

68464 275644 e 1 Y N

68593 37659 � 1 Y Y

68637 225974 � 1 Y Y

68774 150313 � 1 Y Y

69498 36574 � 1 Y Y

69520 136405 e 1 N N

69683 21986 e 1 Y Y

69709 173294 e 1 Y Y

69761 157205 � 2 Y N

Table 8.1: List of 42 Run 1 events that pass the baseline event selection. Also listed

for each event is whether the event passed the neural network and MH= 120 Mj1j2

selection. 143
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Figure 8.1: Data distribution for values from NN output node 1, the node associated
with signal. Overlayed are the expected shapes from signal and summed background.
All distributions are normalized to equal area.

Figure 8.3 shows the sum of the output values for each data event; we see that

the data in general exhibit the property

5X
i=1

NNOuti(data) = 1

as one would expect if the Bayesian a posteriori class probabilities argument is valid.

Recall from Section 6.1 that the NN selection was not imposed directly in the NN

output value for any of the output nodes; instead, we cut in the distance, d, in the

5D output space for each event from the target output vector associated with signal

(d < 0:95 was shown to be optimal). Figure 8.4 contains the distribution of d for the

42 W�+2jet events. The cut d < 0:95 is 74% eÆcient on our data sample, and thus

eliminates 11 events.
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Figure 8.2: Data distribution for values from NN output nodes 2{5, the nodes asso-
ciated with background. Overlayed are the expected shapes from signal and summed
background. All distributions are normalized to equal area.

The advanced selection is completed by the MH -dependent cut in the recon-

structed di-jet mass, Mj1j2. Care was taken in the construction of the NN to avoid
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Figure 8.3: Sum of the values returned by the 5 NN output nodes for 41 data events.
It is encouraging that the sum is centered about one, lending credence to the outputs-
as-probabilities argument.

choosing input variables that would sculpt the Mj1j2 distribution of the selected sam-

ple. Recall that theMj1j2 cut varies for di�erent values ofMH (as listed in Table 7.9).

Figure 8.5 shows the data Mj1j2 distribution (overlayed with the background expec-

tation) for events prior to the NN cut (a), for those events passing the NN cut (b),

and for events failing the NN selection (c).

The results of our counting experiment are listed in Table 8.2. We see, for ex-

ample, that for the hypothesis MH=120 GeV=c
2, we expect 10.6 � 2.1 events from

background, and we see 21, a �3 � excess considering the statistical uncertainty on

the expected 10.6 events. A 2{3 � excess is evident for each mass; this is to be

expected since there is signi�cant overlap between the Mj1j2 window for each MH

hypothesis. Given these observation outcomes, we can use the values in Table 7.16

to determine the 95% CL limit on the WH production cross section as a function

of MH , which is contained in Table 8.3. It should be noted that several other Run

1 analyses investigating the same �nal state also saw such an excess of events over
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the background prediction; a comparison to two of these analyses is discussed in

Appendix A.
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Figure 8.5: Mj1j2 distribution for 42 data events before NN cut, the surviving 31
events after the NN cut, and the Mj1j2 for the 11 events that do not satisfy our NN
selection.

148



C
D
F
R
u
n
I
P
re
li
m
in
ar
y

S
ig
n
al

B
a
ck
gr
ou
n
d

D
a
ta

W

+
b� b
,

W
Z
,W
W
,Z
Z

W

+
c�c
,

S
in
gl
e
to
p

Z
+
b� b
,

M
H

(G
eV
=c
2
)

(t
h
eo
re
ti
ca
l)

tt

W

+
c
,n
on
-W
,

(W

-g
lu
o
n

Z
+
c�c
,

B
k
gd

W
�
+
m
is
ta
gs

a
n
d
W
�)

Z
!

�
�

T
o
ta
l

E
v
en
ts

P
ro
b

10
0

0.
25
�
0.
05

1.
4
�
0.
4

8.
8
�
2
.5

0.
9
�
0.
2

1.
5
�
0.
4

1
2
.6
�
2
.6

1
9

0
.0
8
9
9

11
0

0.
20
�
0.
04

1.
4
�
0.
4

8.
3
�
2
.3

0.
9
�
0.
2

1.
4
�
0.
4

1
2
.0
�
2
.4

2
2

0
.0
1
8
3

12
0

0.
15
�
0.
03

1.
3
�
0.
4

7.
2
�
2
.0

0.
9
�
0.
2

1.
2
�
0.
3

1
0
.6
�
2
.1

2
1

0
.0
0
9
2

13
0

0.
09
�
0.
02

1.
3
�
0.
4

6.
1
�
1
.7

0.
9
�
0.
2

0.
9
�
0.
2

9
.2
�
1
.8

1
7

0
.0
2
5
5

14
0

0.
04
�
0.
01

1.
2
�
0.
4

4.
6
�
1
.3

0.
8
�
0.
2

0.
6
�
0.
2

7
.2
�
1
.4

1
5

0
.0
1
4
1

15
0

0.
02
�
0.
00
5

1.
0
�
0.
3

3.
9
�
1
.1

0.
7
�
0.
2

0.
4
�
0.
1

6
.0
�
1
.2

1
2

0
.0
3
0
6

T
ab
le
8.
2:
C
ou
n
ti
n
g
ex
p
er
im
en
t
re
su
lt
s
fo
r
M
H

va
lu
es
co
n
si
d
er
ed
in
th
is
an
al
y
si
s.

149



CDF Run I Preliminary

Cross Section 95% CL Limits (pb)
A priori Limit Data Results

MH (GeV=c2) No Systematics With Systematics E�ects �WH �V H� BR(H!b�b )

100 9.5 11.3 17.8 22.5

110 8.4 9.9 19.9 24.1

120 8.4 10.0 21.8 23.4

130 9.3 10.9 21.4 18.0
140 13.5 15.6 33.3 18.5

150 24.3 28.5 55.2 17.9

Table 8.3: The 95% CL limit on the WH production cross section as a function of

MH with a priori results for comparison.

In previous CDF Run 1WH ! `�bb analyses, the result was quoted not in terms

of a limit on the WH cross section, but as a limit on the product �V H� BR(H!b�b ),

where V = W or Z. This facilitated the combination of results with searches in the

ZH channels. We can translate our WH result into a result on �V H� BR(H!b�b );

the limit values are listed in Table 8.3, and this new result is plotted in Figure 8.6

with a comparison to the former CDF Run 1 `�bb search. Both analyses saw an excess

of events, and therefore both analyses arrive at similar results.

8.2 Higgs Prospects in Run 2

Recall that this search was performed in the Run 1 data sample collected by the

CDF collaboration operating at Fermilab. Run 2 at the Tevatron, already underway,

exploits a p-p beam that is collided at slightly higher energy than that of Run 1. In

addition, higher luminosity and improved detectors o�er promising opportunities to

search for new phenomena over the next several years.
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Figure 8.6: The 95% CL limit on the �V H times BR(H!b�b ) as a function of MH .

In this analysis, it has been demonstrated that the employment of the advanced

selection in this analysis increases our signal sensitivity. For example in the case of

MH= 120 GeV=c2, we see a 34% increase in sensitivity when comparing the expected

signal and background yields before (S0=
p
B0 = 1=30) and after (Sfinal=

p
Bfinal =

1=22) advanced selection. Because of its ability to reduce background levels, a neural

network will be exploited in Run 2 Higgs searches.

One can ask how much luminosity is needed in this analysis to identifyWH events

with statistical signi�cance. By \statistical signi�cance" it is meant that the signal
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must be some factor larger than the statistical uncertainty in the background, thus

strengthening one's con�dence that any signal-like excess that is seen is not likely

due to a background uctuation. The uncertainty on the background is taken to be

p
B. For \observation" of a signal, the signi�cance is usually de�ned as S=

p
B = 3,

known as 3-� observation condition. The luminosity requirement for 3-� observation

for this analysis is described below.

We seek:

Sp
B

= 3 (8.1)

We can scale our �nal signal and background numbers by some value f :

Sp
B

=
f � Sfinalp
f �Bfinal

=
p
f � Sfinalp

Bfinal

(8.2)

In this analysis,
Sfinalp
Bfinal

= 1=22 and with this value one �nds that f = 4356. This

means that one would need >4000 times as much Run 1 data to make a 3-� WH

observation in this channel with this method.

Run 2 Tevatron WH searches will contend with similar signal and background

levels. The daunting luminosity requirement will be ameliorated by exploiting a more

appropriate baseline event selection that reduces background levels. For example,

contrary to what is done in this analysis, one can require that both of the 2 jets

in the selected events be tagged. By making this requirement, the signal eÆciency

is of course reduced, but background contributions decline dramatically. For these

reasons, Run 2 WH searches will exploit this double-tag requirement. The double

tag requirement was not utilized here because signal statistics were predicted to be

extremely small to begin with, and so the baseline event selection was designed to

retain as much signal as possible at the expense of also increasing background levels.
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However this issue is less critical in Run 2, where it is expected that each collider

experiment will accumulate a dataset at least 20 times larger than that of Run 1.

Run 2 WH searches will also bene�t from extended lepton identi�cation and b

tagging. Lepton identi�cation in Run 2 will extend into the plug and forward region

of the detector, unlike Run 1 in which only central leptons were considered. Likewise,

in Run 2 CDF will have the ability to b tag jets out to larger j � j due to a new silicon

tracker that is nearly twice as long as the Run 1 version. This and other forms of

extended coverage will help boost the overall signal yield; it is hoped that tools like

neural networks will be able to help reduce the backgrounds that are also introduced

in these regions. A recent study [55] indicates that with 5-10 fb�1 of Run 2 data, a

Higgs discovery is possible up to MH= 120 GeV=c2 and exclusion at the 95% CL is

possible up to MH= 135 GeV=c2.

153



CHAPTER 9

CONCLUSIONS

Despite the phenomenal success of the Standard Model, the mechanism in the

framework for the origin of mass in the universe has no experimental evidence. The

Higgs boson is a yet-undiscovered particle whose existence is linked to the dynamics

of the imposition of mass to the spectrum of fundamental particles within the Model.

This new form of matter has yet to be discovered, and elucidation of the Higgs sector

is one of the prominent goals in contemporary experimental particle physics.

A new search has been performed that looks for the Higgs signature in the rem-

nants of proton-antiproton collisions provided by the Tevatron accelerator at Fermi

National Accelerator Laboratory. This analysis utilizes data collected by the Collider

Detector at Fermilab (CDF) experiment during Run 1 of the Tevatron (1992-1995).

The search was designed to focus on a production mechanism in which the Higgs is

produced in association with a leptonically decaying W� boson. A neural network

was used to select events consistent with Higgs production, and was shown in sim-

ulation studies to provide signi�cant increase in signal sensitivity over conventional

methods.

In the Run 1 CDF dataset, the technique identi�ed an excess of selected events

over the predicted background yield. This excess is consistent with previous CDF Run

1 searches in similar channels; the nature of the excess needs to be identi�ed, and will
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be the focus of much scrutiny in Run 2 at CDF, which is underway. An upper bound

on the WH production cross section is measured for Higgs mass hypotheses in the

range 100 GeV=c2<MH<150 GeV=c
2. The upper bound on theWH cross section is a

factor of two larger than the a priori result in simulation studies. The new measured

upper bound is 100 times larger than the prediction from theory; thus no portion of

the Higgs mass window considered could be excluded. This limit is however a slight

improvement on the upper limit reported by previous CDF WH searches.
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APPENDIX A

CONNECTION TO OTHER ANALYSES

It is of interest to see how the advanced selection employed in this analysis treats

events from other lepton+jet analyses that found similar excesses in the W�+2 jet

bin. One such analysis is the latest tt cross section measurement [38], which saw

an excess in both the single- and double-SECVTX-tagged Run 1 samples (herein we

denote \ST" as meaning exactly one SECVTX tag and \DT" meaning exactly two

SECVTX tags). Table A.1 compares the background expectation and result from

the WH search described above. In the W�+2 jet bin, the tt cross section analysis

sees 35 single tag events with an expectation of 29.6 � 2.7 and 5 DT events with an

expectation of 2.4 � 0.6. We see a similar excess in the ST bin, but limited statistics

make it diÆcult to say much of anything about the DT bin.

Another analysis that saw an excess in the lepton+jets �nal state is the superjets

analysis [61], which studied the soft-lepton tag rate in theW�+2,3 jet bin. A superjet

is de�ned as a jet which possesses both a SECVTX and SLT tag. The superjets

analysis found an excess of events containing a superjet, identifying 13 such events

despite a SM prediction of 4.4 �0.6. Eight of these 13 superjet events are in the

W�+2 jet bin that is included in this analysis. Since we employ here an advanced
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MH (GeV=c2) NB
exp(Total) Data NB

exp(ST) Data NB
exp(DT) Data

100 12.6 � 2.6 19 11.7 � 2.4 17 0.92 � 0.19 2

110 12.0 � 2.4 22 11.1 � 2.2 20 0.88 � 0.18 2

120 10.6 � 2.1 21 9.8 � 1.9 20 0.79 � 0.16 1

130 9.2 � 1.8 17 8.5 � 1.7 16 0.71 � 0.14 1

140 7.2 � 1.4 15 6.6 � 1.3 14 0.58 � 0.11 1

150 6.0 � 1.2 12 5.5 � 1.1 11 0.48 � 0.10 1

Table A.1: Breakdown of the Run 1 events passing our advanced selection into the 1

tag (ST) and 2 tag (DT) exclusive bins.

selection designed to be sensitive to WH ! `�bb , it is interesting to see if this

analysis considers these events to be consistent with WH signal or background.

Table A.2 contains a description of the fate of the superjet events when confronted

with our advanced selection. We see that one of the superjet events fails our dilepton

veto. The dilepton veto is imposed via two criteria:

� Standard dilepton veto: an event is vetoed if it possesses 2 oppositely charged

high pT leptons, 6ET > 25 and two ET > 20 jets

� Extended dilepton veto: an event is vetoed if it possesses a primary lepton and

a pT > 15, isolated oppositely charged track

In [61] a similar { though less stringent { extended dilepton veto is imposed for

the superjets analysis. There they demand only that the isolated track have pT >

10 GeV . The extended dilepton veto employed here is the standard implementation

from the Run 1 top group [62]; other similar analyses vetoed this event [54], [62].

Beyond this di�erence, one sees that the NN selection employed here cannot supply

a clear verdict on these superjet events. In the seven such events that pass our baseline

criteria, four are retained by the NN selection while three are rejected. The di-jet
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mass cut di�ers for each MH hypothesis considered, so we simply list each superjet

event's Mj1j2 value in Table A.2 for reference.

Run Event Pass Basic Selection Pass NN Selection Mj1j2

46935 266805 Y Y 100.3

41540 127085 N | |

41627 87219 Y Y 98.1
46357 511399 Y Y 97.8

61167 338226 Y N 183.8

65384 266051 Y N 142.0

69520 136405 Y N 75.6

65741 654870 Y Y 129.7

Table A.2: The eight Run 1 W�+2 jet superjet events, and how they fare in the

selection employed in this analysis. One event fails the baseline selection (the dilepton

veto) in agreement with [62].

Another Run 1 lepton+jets analysis that identi�ed an excess in the W�+2 jet bin

is the latest Run 1 single-top search [54]. In this analysis, 41 W�+2 jet events were

identi�ed with an expectation of � 30. Because of equivalent selection, theW�+2 jet

data sample constructed for this single-top analysis should exactly match the W�+2

jet sample in this analysis, prior to any advanced selection. Yet there is a one event

discrepancy between these two analyses, the origin of which is to be determined. It

should be noted however that both the superjets analysis and the previous Run 1

single top search each exploit similar baseline event selections and each arrive at a

di�erent Run 1 W�+2 jet data sample.

In [54] a 3-output NN was used to distinguish single top (W� and W -gluon

combined) from the dominant backgrounds, tt andW�+QCD. A subset of theW�+2
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jet events was found to be more consistent with single top than background; the events

in which the single-top probability was > 50%, along with their signal probabilities

from the NN single-top search are listed in Table A.3, along with their NN output

values from this analysis. Recall that here we employ a 5-output NN; the value for

each output node can be considered the probability that each event belongs to signal

(Output Node 1) or the four background classes (Nodes 2-5). From Table A.3 we see

that only a few candidate signal events from NN single-top search are also determined

to be most likely from single-top here in this analysis. It should be noted that in the

NN single top analysis, WH events were not considered to be a signi�cant portion of

the background; thus one would not expect the NN used in that analysis to be able

to discriminate between WH and single top, two very similar �nal states.

There are several Run 1 lepton+jets analyses that identi�ed an excess of events.

One can argue that these events are single top, scalar quarks,WH production or plain,

old W�+QCD background. It is evident that something is not well-understood in

this �nal state, and such analyses deserve further investigation in Run 2.
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APPENDIX B

THE POWER OF THE NEURAL NETWORK

We seek to quantify the power of the employment of a NN in this analysis. The a

priori limit has been used throughout this document to illustrate the rationale behind

each choice that was made in the advanced selection implementation. Here we will

again use the a priori limit as our �gure of merit.

We have chosen to employ 8 inputs in our NN. A fair comparison that gauges

the power of the NN itself would compare such a NN implementation to an advanced

selection in which rectangular cuts are placed in these same eight variables; after all,

the NN is just carving out a slightly more complicated region of this 8D space than

rectangular cuts would. Such a study was performed in 105.1 pb�1:

�95;aprioriWH = 9:7pb (8D rectangular cuts) for MH= 120 GeV=c2

We can then consider what Run 1 luminosity would have been required to establish

an a priori limit of 8.4 pb using the 8D rectangular cuts method. Table B.1 contains

the a priori limits for several hypothetical Run 1 luminosity numbers. We see that

in order to have an a priori limit of 8.4 pb using the rectangular cuts, one would have

needed to have 135 pb�1 of Run 1 data. So one can conclude that the incorporation
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of the NN alone exploiting equivalent variables is the equivalent of having an extra

30 pb�1 of Run 1 data, an e�ective increase in luminosity of �30% .

Luminosity(pb�1) WH a priori limit (pb)

90 10.7

105.1 9.7

120 9.0

135 8.4

150 7.8

165 7.4

Table B.1: A priori limit achievable with rectangular cuts analysis in the eight vari-

ables used as NN inputs. Note that the actual total integrated luminosity in Run 1

was 105.1 � 4 pb�1.

This e�ect is important for Run 2, where we seek to extract as much information

on the Higgs as possible given limited luminosity. There is nothing in this Run 1

analysis that cannot be applied to a similar WH analysis in Run 2; background and

signal rates will of course need to be re-measured and the details hammered out. But

there is no reason to not expect similar gains in sensitivity (and therefore decreases in

required luminosity for discovery) from the NN in Run 2. It is therefore worthwhile

to exploit a NN in the Higgs Run 2 searches.
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